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Welcome

Dear colleague,

We are happy to welcome you at the joint annual meeting of the Society for Mathematical
Psychology and the European Mathematical Psychology Group. Almost 250 participants
registered for the conference, many of whom were also eager to present. As a result, we
now have a three-stream program that is both varied and focused – varied, because it
features many different topics and symposia; focused, because most topics are addressed
by at least three or four speakers. This is a program that should have something in
it for everybody. Of course, this conference has more to offer than just the formal
presentations. As you will notice, we have made an effort to facilitate more informal
interactions. Couches, coffee, and tea are available in the main hall throughout the
conference; a poster session is organized on Monday, from 18:00 till 19:30; and, for those
of you who opted in, we arranged for lunches, a canal cruise, and a conference dinner.

During your visit here, you might want to explore Amsterdam’s many attractions, such
as the beautiful parks, scenic canals, and famous museums. If so, we recommend that you
do this by bike – Amsterdam is a small city without hills, and biking is generally more
convenient than public transportation. We hope that you will experience Amsterdam at
its best, that is, when the weather is nice. Unfortunately, this could not be arranged in
advance. A seven-day weather forecast predicts that you will experience some clouds and
some sun.

Should you have any questions, please don’t hesitate to talk to us or to the students
that help us – orange name badges and orange shirts make us easy to recognize. Please
enjoy the conference, and please enjoy your time in Amsterdam.

Best regards,
The organizing committee: Annemarie Zand Scholten, Don van Ravenzwaaij, Gilles
Dutilh, Ruud Wetzels, & Eric-Jan Wagenmakers

Program Booklet Credits
General content; figures 1 – 3: Conference Committee
Abstracts; figure 4: Their respective authors
LATEX-code generation,
lay-out, cover:

Timo Kluck, Infty Advies
(www.infty.nl)
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General Information

Registration & Reception

The conference will take place in the Psy-
chology building of the University of Am-
sterdam, located at Roetersstraat 15 (see
Figure 1 for a map and nearby hotels). Con-
ference registration will be available at the
information desk in the main hall starting
on August 1st at 9:30. The conference itself
will start with a reception at 18:00 in the
main hall, immediately following the work-
shop on Bayesian modeling that takes place
on August 1st, from 10:00 to 18:00. For
those who will not attend this workshop,
registration is available during the reception
until 21:00 on Saturday. On the remain-
ing conference days, registration is possible
from 8:30 to 17:00.

MathPsych Time

In order to allow people to visit presenta-
tions in different streams we need to keep
a tight schedule. For this reason we will
be timing each presentation according to
MathPsych time. MathPsych time is deter-
mined by the clock above the information
desk in the main hall. Please synchronize
your watches!

Presentation Guidelines

Talks

For talks, presentation time will be limited
to a total of 20 minutes, which includes
five minutes for discussion. Talks will be
strictly timed. Students are available to up-
load your presentation and help you with
the audio-visual equipment.

Posters

Poster presentations have the advantage of
longer discussion time, less formality, and
closer audience contact. The “status” as-
sociated with poster presentations will be
equal to that associated with oral presen-
tations. The poster session will be held
on Monday, August 3rd, from 18:00 to
19:30. Poster boards allow for posters on
A0-format, landscape orientation. Posters
can be attached to the poster boards in the
main hall starting at 16:40.

Conference Dinner

The conference dinner will be held on Tues-
day, August 4th at the “Miranda paviljoen”
located at the Amsteldijk 223. We will
travel to the dinner location by canal boat.
Drinks and snacks will be available dur-
ing the boat trip through the canals. We
will get on the canal boat behind the venue
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Figure 1: Map of the conference venue and nearby hotels.

building. Directions to the departure point
will be given immediately after the New In-
vestigator Address in lecture Hall A. Stu-
dents will be available to guide you to the
correct location. Travel back to the confer-
ence venue is arranged by bus. The first bus
leaves at approximately 22:30.

For those who want to join the con-
ference dinner, but skip the canal cruise,
here’s how to get to the restaurant directly
from the venue building: Exit the Faculty
building through the main entrance, cross
the street and turn left. At the end of
the street turn right. Keep walking un-
til you get to a large cross-road. Numer-
ous stairways going down indicate you have
just reached the metro-station. Take metro
51 (direction: Westwijk), metro 53 (direc-

tion: Gaasperplas) or metro 54 (direction:
Gein) which are all going in the same di-
rection and exit at Amstel Station (about
a three minute ride). From there, take bus
62 (direction: Station Lelylaan). Exit at
President Kennedylaan/Waalstraat (about
a seven minute ride). Now, walk to the
Amsteldijk 223, where you will find the
Miranda Paviljoen. For directions on how
to walk, see the Google Maps picture be-
low. The dinner starts at 19.30, so you
will need to leave the faculty building some-
where around 19.00.

Conference Lunch

A conference lunch will be provided for
those who registered for this option. Lunch
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Figure 2: How to walk from the bus stop to
the Mirandapaviljoen.

will be served on Sunday, Monday and Tues-
day in the mensa Agora. The mensa can be
reached by exiting the building and turning
right. After crossing the bridge the mensa
entrance is in the next block, just before cafe
de Krater. The mensa can also be reached
by going to the elevator hall on the first floor
(one flight of stairs), walking through the
glass hallway and then taking a left into the
broad hallway crossing the canal below. At
the end of this hallway, walk down the stairs
and cross the foyer. The mensa entrance is
to your left. There are signs to help you find
your way. The special Editorial Board and
Executive Committee lunches will be held in
the Senaatszaal (room number 2.20), which
is in the main hall on the second floor at the
front of the building overlooking the street.

Internet Access

Wireless Internet will be available at the
venue during the entire conference. The net-
work to connect to is called congres and the
password is acce552a15. More detailed in-

structions on how to log in will be provided
at registration. There are also seating ar-
eas with tables and electrical outlets avail-
able on the second floor near the entrance
to lecture hall C, there is a study hall with
seats and electrical outlets on the first floor
overlooking the street, and there will be ex-
tra electrical outlets available in the main
hall. The computer room 1.06 on the first
floor (at the end of the glass doorway on the
right of the entrance to Lecture Hall A) has
24 computers with internet access. You can
log in with username 10072009 and pass-
word hondbijtkat.

Travel

Schiphol - Amsterdam CS

To get to Amsterdam Central Station from
Schiphol airport, the easiest (and cheapest!)
way is to take a train. Trains depart to-
wards Central Station every 10-15 minutes
from platforms 1/2. The train-trip takes 19
minutes.

Amsterdam CS - The Lab

From Amsterdam Central Station, you
take any of the three subways (51, 53 or
54) to station “Weesperplein” (the third
stop). From there, you take exit “Valcke-
niersstraat”, and you walk into this street,
which is on your right, heading straight to-
wards the large glassy building at the end of
the street. This is the Psychology building,
located at Roetersstraat 15, where the Math
Psych 2009 conference will be held (see Fig-
ures 1 and 3 ).
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Figure 3: Roetersstraat 15, the conference
venue.

Strippenkaart

When traveling by bus, tram or subway,
you will need a ‘strippenkaart’ for travel
fare. A ‘strippenkaart’ can be bought at any
kiosk, magazine store, or train ticket booth.
You need to stamp a number of ‘strip-
pen’, namely the number of zones you travel
through plus one (see Figure 4). When trav-
eling by bus or tram, you can ask the driver
to stamp (just tell him where you need to
go). When traveling by subway, you need
to stamp at the platform.

Places to Eat

Amsterdam has many restaurants, some of
which serve excellent food. In general, we
advise you to stay clear of the tourist ar-
eas. More detailed advice is available on
www.iens.nl (select “English”, and “Ams-
terdam”).

1 2 3 4 5
1

2

3

4

5

6

Guide to the Strippenkaart

Number of Zones
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tr
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Figure 4: Guide to the strippenkaart.

Right opposite the conference venue you
will find eating cafe De Roeter. Not the
most fancy place to eat, but if you’re looking
for good food at a reasonable price and a
nice atmosphere, this is the place to be.

When you exit the conference venue
through the main entrance, turn right and
continue down the road for 5 minutes un-
til you cross the Plantage Middenlaan, you
will find yourself across from Cafe Koosje
at number 37– Koosje serves special season
courses, vegetarian dishes, and they have a
good house wine. Koosje is also an excellent
place for lunch.

If you prefer oriental food, you can visit
the Indonesian restaurant Taman Sari at the
Plantage Kerklaan 32, the Chinese restau-
rant New Happy Corner at Plantage Kerk-
laan 30, or the Japanese restaurant Tem-
pura at Plantage Kerklaan 26; all of these
restaurants, and more, are about a 5 minute
walk away.
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Abstracts For Talks

(1)
Aug 02, 09:00–09:20

Lecture Hall A
Robust versus Optimal Strategies
for Two-Alternative Forced-Choice
Tasks. Philip Holmes, Princeton Uni-
versity , Miriam Zacksenhouse, Tech-
nion - Israel Institute of Technology , Rafal
Bogacz, University of Bristol . The drift-
diffusion model predicts a speed-accuracy
tradeoff that maximizes reward rate in two-
alternative forced-choice tasks. This can be
expressed as an optimal performance curve
that relates normalized decision times to er-
ror rates under varying task conditions. Hu-
man behavioral data indicate that 30% of
subjects achieve optimality, and in this talk
we propose that, in allowing for uncertain-
ties, subjects might exercise robust instead
of optimal strategies. We describe two such
strategies: maximin and robust-satisficing.
The former supposes maximization of guar-
anteed performance under a presumed level
of uncertainty; the latter assumes a required
performance level and maximizes the uncer-
tainty under which it can be assured. We
show that maximin performance curves for
uncertainties in response-to-stimulus inter-
val match data for the lower-scoring 70%
of subjects well, and are more likely to
explain them than robust-satisficing or al-
ternative optimal performance curves that
emphasize accuracy. For uncertainties in

signal-to-noise ratio, neither maximin nor
robust-satisficing performance curves ade-
quately describe the data. We discuss im-
plications for decisions under uncertainties,
and suggest further behavioral assays.

(2)
Aug 02, 09:20–09:40

Lecture Hall A
Contrasting Models of Perceptual
Choice. Marius Usher, Tel-Aviv Uni-
versity , Konstantinos Tsetsos, Univer-
sity College London, Andrei Teodor-
escu, Tel-Aviv University . A number of
neurocomputational models have been pro-
posed to account for the algorithm used by
the brain to make decisions when faced with
ambiguous information. Here we examine
shared and diverging assumptions that some
models of choice, such as race, diffusion
and leaky competing accumulators, make in
accounting for choice patterns. We show
that the models make different predictions
on how the increase in evidence in favor
of a weak alternative, affects choice time,
and on how the time course of the evidence
(early/primacy vs late/recency) affects the
choice. We then present experimental data
in a choice task that manipulated the evi-
dence in favor of each choice alternative, in-
dependently, and in a task that manipulated
the time-course of the evidence. The impli-
cations for contrasting between the models
will be discussed.
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(3)
Aug 02, 09:40–10:00

Lecture Hall A
Perceptual Decisions between Multi-
ple Alternatives: Data and Compu-
tational Models. Jochen Ditterich,
University of California. The 2AFC version
of the random dot motion direction discrim-
ination task has been very helpful in ad-
vancing our understanding of the neural and
computational mechanisms underlying bi-
nary perceptual decisions.

To address potential mechanisms of per-
ceptual decision making between multiple
alternatives, I will present data from a
task where subjects are watching a random
dot stimulus containing up to three coher-
ent motion components with different direc-
tions. They are asked to pick the domi-
nant direction of motion out of three alter-
natives. The viewing duration is controlled
by the subjects. Response times (RTs) and
the subject’s choice are measured. The ad-
vantage of this task is that it provides the
experimenter with full control over the sen-
sory evidence provided for each of the alter-
natives.

The human behavioral data (probabili-
ties of particular choices as well as RT dis-
tributions) are well explained by a compu-
tational model assuming a race to thresh-
old between three (independent) integra-
tors, one for each alternative. Each inte-
grator accumulates the net sensory evidence
for a particular alternative. The net sen-
sory evidences are calculated as linear com-
binations of the activities of three relevant
pools of sensory neurons with a positive
weight assigned to the pool providing evi-
dence for a particular choice and negative

weights assigned to the pools providing ev-
idence against a particular choice.

In addition to such an independent in-
tegrator model with feedforward inhibition,
the behavioral data can also be captured by
an integrator model with lateral/feedback
inhibition. I will address how neurophysio-
logical data might help us narrowing down
the computational mechanism.

(4)
Aug 02, 10:00–10:20

Lecture Hall A
Optimal Decision Making in the
Cortico-Basal-Ganglia Circuit.
Rafal Bogacz, University of Bristol ,
Kevin Gurney, University of Sheffield .
It is well established that the patterns of
reaction times and accuracy from a wide
range of tasks involving choice between
two alternatives are well described by the
diffusion model. It assumes that during
the choice process the brain integrates the
difference between the sensory evidence
supporting the two alternatives until a
criterion of confidence is reached. The
model has a statistical interpretation, as
it is equivalent to a statistically optimal
test that minimizes decision times for any
given accuracy. However, it is not clear
how the diffusion model can be generalized
to multiple alternatives, and how it is
implemented in neural decision circuits.

It has been proposed that during choice
tasks based on sensory information corti-
cal regions integrate evidence supporting al-
ternative responses, and the basal ganglia
act as a central switch resolving the com-
petition between the cortical areas. This
talk will show that many aspects of the
anatomy and physiology of the circuit in-

11



volving the cortex and basal ganglia are ex-
actly those required to implement the com-
putation defined by an optimal statistical
test for decision making between multiple
alternatives. In particular, it will be shown
that the equation describing this test can be
mapped onto the functional anatomy of the
basal ganglia. This theory provides many
precise and counterintuitive experimental
predictions, ranging from neurophysiology
to behaviour. Some of these predictions
have been already validated in existing data.
Furthermore, it offers a possible neural im-
plementation for the diffusion model.

(5)
Aug 02, 10:20–10:40

Lecture Hall A
Interactive Dynamics between
Frontal Cortex and Subthalamic
Nucleus in Conflict-Based Decisions.
Michael Frank, Brown University . The
frontal cortex and basal ganglia (BG)
interact intimately to facilitate adaptive
motor plans and suppress others. Our
neural models of this system suggest two
BG mechanisms that can affects response
time parameters. First, dopamine plays a
critical role in BG circuitry by modulating
both the learning of adaptive actions and
the speed at which they are selected. It
does so by increasing the relative output
of striatonigral vs striatopallidal neurons,
which encode the positive and negative
evidence that a given action will yield a
reward, respectively. Second, the subthala-
mic nucleus (STN) provides a “Hold your
Horses” signal that transiently increases
the decision threshold and prevents the DA
mechanisms from facilitating a response
too swiftly during difficult decisions. This

STN signal is dynamically modulated by
the degree of decision conflict represented
in dorsomedial frontal cortex, leading
to an initial STN activation surge that
subsequently subsides due to feedback
inhibition and neural accommodation.
Further, frontal conflict-related activity
can itself vary both within and across
trials. Thus this model suggests that the
“decision threshold” is not fixed and can be
regulated at multiple time scales. Evidence
for this proposal will be briefly presented
from neuroimaging and STN deep brain
stimulation studies.

(6)
Aug 02, 11:00–11:20

Lecture Hall A
An Overview of Models for Bounded
Scales. Jay Verkuilen, City University
of New York , Michael Smithson, Aus-
tralian National University . Bounded re-
sponses are quite common in experimen-
tal psychology. Examples include judged
probabilities, confidence ratings, or propor-
tions computed from time allocation. Re-
sults by Schoenemann (1983) suggest that
the boundaries in the response space may
create systematic distortions in subject re-
sponses that adversely affect the perfor-
mance of models when standard statisti-
cal methods for unbounded sample spaces
are used to estimate model parameters from
data. Knowledge about statistical models
for bounded responses is relatively limited.
This talk will provide an overview of differ-
ent error models on the unit interval. These
include the well-known beta distribution,
but also less well-known distributions such
as the Jorgensen/Barndorff-Nielsen simplex
distribution, the Johnson SB distribution,

12



etc. The underlying commonalities for gen-
erating distributions on the unit interval
will be discussed.

(7)
Aug 02, 11:20–11:40

Lecture Hall A
Beta Regression Finite Mixture Mod-
els of Polarization and Priming.
Michael Smithson, The Australian Na-
tional University , Jay Verkuilen, City
University of New York . For doubly-
bounded scales, finite mixture GLMMs
based on the beta distribution can model
heterogeneous response styles and related
phenomena in attitudes and judgments
that are inaccessible via conventional ap-
proaches. These GLMMs, in turn, en-
hance our capacity for explicitly testing hy-
potheses and theories regarding attitudi-
nal extremity and polarization, priming ef-
fects, additivity, and probability weighting
models. After describing the GLMMs and
appropriate estimation methods, theory-
testing potential is outlined and illustrated
with several examples. The primary focus
is on polarization and priming effects.

(8)
Aug 02, 11:40–12:00

Lecture Hall A
Bayesian Beta Models of Confidence.
Ed Merkle, Wichita State University ,
Jay Verkuilen, City University of New
York , Michael Smithson, Australian Na-
tional University . Probabilistic confidence
judgments are bounded and often skewed,
meaning that statistical models with normal
error are unrealistic and potentially mis-
leading for such data. The beta distribu-
tion is more realistic in these situations be-
cause it is bounded and flexible in shape. In

the talk, we will develop Bayesian models of
confidence using the beta distribution. The
models can be used to assess the effects of
experimental conditions on confidence and
to account for individual differences across
judges. Further, the models can be used
to study psychological processes underlying
confidence and accuracy. We will illustrate
these uses with confidence data from a two-
alternative test of financial knowledge.

(9)
Aug 02, 12:00–12:20

Lecture Hall A
When Extreme Responses are Sub-
stantial: Application of a General-
ized Beta Response Model to Behav-
ior Change Data. Yvonnick Noel,
University of Brittany, Rennes 2 . One of
the potential advantages of using continu-
ous response scales, by contrast with binary
responses, is that bimodality in the (condi-
tional) response density is likely to become
apparent, if truly present in the data. We
present a generalized beta response model,
based on the interpolation response mech-
anism (Noel & Dauvier, 2007) that leads
straightforwardly to a beta distribution for
the response on a continuous scale. As the
beta can take bimodal shapes for some pa-
rameter values, this makes it possible to
directly model bimodal response densities.
That this class of models is realistic is il-
lustrated on smoking cessation data, where
bimodality is interpreted as readiness-to-
change. It is argued that when smokers
are ready to change, their responses on pro-
cesses of change items are likely to suddenly
bifurcate from one extreme to the other of
the response scale. A parallel is made with
cusp models of behavior change.
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(10)
Aug 02, 14:00–14:20

Lecture Hall A
Formalizing Intuitive vs. Delib-
erative Decision-Making in Sports.
Markus Raab, German Sport University
Cologne. Intuition is often defined as a
fast and effective manner for decision mak-
ing in sports. However scientific research
in that area is almost absent. In this
study we investigate if the preference for
intuitive (in contrast to deliberative) deci-
sions (measured by the Preference for Intu-
ition and Deliberation, PID-questionnaire,
Betsch, 2004) results in faster and bet-
ter lab-based choices in team handball at-
tack situations. It is assumed that intu-
itive choices, due to their affective and ex-
perienced nature, are faster in situations
with multiple options available such as in
option-generation tasks. We used a video-
based option-generation paradigm, measur-
ing choice time and quality of choices (Raab
p < .05). Results support, and are dis-
cussed in the context of, a mathematical
choice model that describes intuitive choices
in terms of how options are searched for,
how option-generation is stopped and how
an option is chosen. In this framework, sim-
ilarity relations among options are of central
importance in determining the number and
type of options generated. An individual’s
preference for a particular decision-making
style can be implemented as a priori speci-
fication of model parameters.

(11)
Aug 02, 14:20–14:40

Lecture Hall A
Modeling Intention from Attention.
Joe Johnson, Miami University . We il-

lustrate, via a simple mathematical model,
the ability for predicting decision behav-
ior based solely on perceptual data and
therefore a decidedly embodied view of de-
cision making. In particular, we employ
eye-tracking data as a proxy for visual at-
tention and show how it can predict indi-
viduals’ intuitive decisions in an ill-defined
task. Typically, process data serve as de-
pendent variables used to provide a degree
of converging evidence in support of theo-
retical models. In the current work, we in-
stead use visual attention as measured by
eye-tracking as an independent variable to
predict subsequent decision behavior. We
use a simple evidence accumulation model
with a ratio choice rule to predict athletes’
intuitive, initial choice in a realistic game
situation. We presented a video clip of a
handball team’s offensive possession which
ended in a freeze frame, at which point par-
ticipants were asked to name the first ball
allocation option that came to mind (where
to pass the ball, or to shoot on goal). Vi-
sual attention was measured through eye-
tracking, and models related gaze region
to initially-selected options. A parameter-
free summation model was significantly bet-
ter than chance and better than a baseline
model in both fitting and cross-validation.
Adding a single parameter to represent the
degree of primacy vs. recency in evidence
accumulation significantly increased predic-
tive accuracy further. These results sup-
port the strong link between perception and
cognition, highlighting the ability to predict
choice behavior directly from perceptual in-
puts, even in the absence of detailed as-
sumptions about mental representations or
transformations thereof.
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(12)
Aug 02, 14:40–15:00

Lecture Hall A
Decision-Making as Transitions in
a Course of Interaction in Sport.
Duarte Araujo, Ana Diniz, Techni-
cal Universiy of Lisbon, Pedro Passos,
ULHT, Portugal , Keith Davids, Queens-
land University of Technology , Sofia Fon-
seca, ULHT, Portugal . In dynamical sys-
tems such as sport games, decision-making
is considered to emerge from interaction of
the different system components (Davids et
al., 2006). The existent models of tran-
sitions of this kind explain task dynamics
characterized by two attractors. In this pre-
sentation we model a three attractors task.
A dyad conceived as a system can be de-
scribed by the angle x between the line con-
necting the subjects and the try line. The
collective behavior of the system is defined
by the changes in x over time and can be ex-
pressed by the equation dx/dt = −dV/dx,
where V = V (x) is a potential function.
The minima of V correspond to the sta-
ble states of the system. There is empir-
ical evidence that this kind of system has
three stable attractors, namely x = −π/2,
x = 0, and x = π/2. This suggests a po-
tential function of the form V (x) = −k1x+
k2ax

2/2− bx4/4+x6/6, where k1 and k2 are
two control parameters, a = (π/4)2 · (π/2)2,
and b = (π/4)2 +(π/2)2. Note that k1 is the
parameter of the linear term linked to the
attractors −π/2 and π/2, and k2 is the pa-
rameter of the quadratic term related to the
attractor 0. There is also evidence of ran-
dom fluctuations in the behavior of the sys-
tem which can be modeled as a white noise
et. This leads to the more general equation

dx/dt = −dV/dx + Q0.5et, where Q is the
noise variance. The model successfully pre-
dicted outcomes from the dyadic system.

(13)
Aug 02, 15:40–16:00

Lecture Hall A
An Extended Signal Detection The-
ory Model Accounts for Order Effects
in Forced-Choice Detection Tasks.
Roćıo Alcalá-Quintana, Miguel An-
gel Garćıa-Pérez, Complutense Univer-
sity of Madrid . The popularity of two-
interval forced-choice (2IFC) tasks in psy-
chophysics is motivated by the belief that
they are criterion-free. Their use is ulti-
mately justified by the assumption that pre-
sentation order is immaterial, but empirical
data from detection experiments frequently
show order effects (Yeshurun et al., 2008,
Vis Res, 48, 1837-1851). In this study we
reinterpret 2IFC tasks under an extended
Signal Detection Theory (SDT) model along
the lines suggested by Kaernbach (2001,
Percept & Psychophys 63, 1377-1388) and
we show that the model can account for or-
der effects without postulating that sensi-
tivity varies across intervals. The extended
SDT model considers an indifference region
around the null value of the random decision
variable D such that the observer ‘guesses’
when D on a given trial lies in this re-
gion. Under this framework, 2IFC tasks are
not criterion-free and they should be modi-
fied so that observers either indicate which
interval contains the stimulus or indicate
that they would have to guess on that trial.
There are three parameters in the model
(sensitivity, width of the indifference region
and finger error rate) that can be estimated
when ‘catch’ 2IFC trials (i.e., trials with-
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out a stimulus) are intermixed with regular
2IFC trials presenting the stimulus in one
interval. Simulation results show that the
extended SDT model allows accurate esti-
mation of a unique sensitivity parameter for
both intervals. Finally, we present empirical
results from a contrast detection experiment
showing that order effects can be eliminated
when the data are analyzed under the ex-
tended model.

(14)
Aug 02, 16:00–16:20

Lecture Hall A
A Nonparametric Model for Signal
Detection. Brandon Turner, Trish
Van Zandt, Ohio State University , Scott
Brown, University of Newcastle.

Signal detection theory (SDT) forms the
basis of many current models of memory,
choice, categorization, and so forth. How-
ever, the classical SDT model presumes the
existence of fixed stimulus representations,
usually Gaussian distributions, even when
the observer has no experience with the
task. Furthermore, the classical SDT model
requires the observer to place a response cri-
terion along the axis of stimulus strength
and this criterion is fixed and independent
of the observer’s experience. We will present
a new nonparametric, dynamic model that
addresses these two long-standing issues.
Our model describes how the stimulus rep-
resentation is built by modifying a rough
subjective prior of the task and thereby ex-
plains changes in signal detection perfor-
mance over time. The model structure also
provides a basis for the signal detection de-
cision that does not require the placement of
a criterion. We will also present data from
an experiment designed to test the predic-

tions of the model. In particular, the model
makes predictions about sequential depen-
dencies across repeated trials in a signal de-
tection task.

(15)
Aug 02, 16:20–16:40

Lecture Hall A
New Mechanisms for the Less-is-More
Effect: A Signal Detection Approach.
Konstantinos Katsikopoulos, Max
Planck Institute. A strong and interesting
prediction of the theory of heuristics is
that less information leads, under some
conditions, to more accuracy. Without
recognition errors, the ’less-is-more’ effect
is predicted if and only if the validity of
the recognition cue exceeds the accuracy
of the knowledge used for comparing two
recognized objects (Goldstein, B) The less-
is-more effect is predicted if additionally
(1) the hit rate is medium and the false
alarm rate is low, or (2) the false alarm rate
is high and the hit rate is low. As more
objects are experienced, in (1) guessing is
used instead of experience or knowledge,
and in (2) erroneous recognition is used
instead of guessing or experience. In (1)
accuracy first increases and then decreases,
and in (2) accuracy first decreases and then
increases - a new kind of less-is-more effect.

(16)
Aug 02, 09:00–09:20

Lecture Hall B
Separating Memory, Confidence, and
Correlation: A Stochastic Detection
and Retrieval Model. Yoonhee Jang,
David Huber, University of California,
San Diego, Thomas Wallsten, Univer-
sity of Maryland, College Park . We present
a new detection model termed the Stochas-
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tic Detection and Retrieval Model (SDRM)
that allows for multiple sources of process-
ing variance when relating two different
kinds of criterial responses. Such situations
include, but are not limited to, judgments
of learning (JOLs) in relation to recall, re-
sponse confidence in relation to recognition,
and the relation between different statement
verifications. The SDRM includes 3 sepa-
rate mechanisms, one criterial process for
memory retrieval, a second one for confi-
dence, and a bivariate normal distribution
for the relationship between the two re-
sponses, which may explain distinct pat-
terns of relationships between recall and
JOLs. We tested the usefulness of the
SDRM both with parametric bootstrap sim-
ulations and through its application to a
new experiment that simultaneously exam-
ined the delayed-JOL effect and the testing-
JOL effect (greater accuracy with delay and
with more testing experience, respectively).
Through a nested model comparison, the
SDRM revealed that a reduction in the vari-
ability of confidence judgments is the most
likely explanation of the delayed-JOL effect,
and that a change in the sources of infor-
mation under the two responses is the most
likely explanation of the testing-JOL effect.

(17)
Aug 02, 09:20–09:40

Lecture Hall B
A Process Model of Associative
Recognition. Kenneth Malmberg,
University of South Florida. Associative
recognition involves the discrimination of
the pairs of items that were studied together
from pairs of item that were studied but not
studied together. In this talk, I will describe
a model of the processes, representations,

and decisions involved in associative recog-
nition. The model of retrieval combines se-
quential sampling with stochastic retrieval
processes. As such, the model attempts to
account for both the accuracy and the la-
tency of performance, as well as retrieval
dynamics. Data that challenge the variants
of the model will be presented.

(18)
Aug 02, 09:40–10:00

Lecture Hall B
Storage and Retrieval Model-
ing with Amnesic Populations.
Richard Chechile, Tufts University . In
this paper, the Chechile (2004) 6P model
is used to study several types of amnesia.
The 6P model has separate measures for
storage and retrieval. The resulting group
estimate for model parameters depends
on the method of examining the multi-
nomial frequency data, i.e. grouping the
frequencies first before fitting the model
versus fitting the model to each subject and
averaging the parameter estimates for the
group. Monte Carlo studies examined the
relative accuracy of the two methods. The
sampling studies showed that the pooling
of frequencies resulted in more accurate
parameter estimates. Yet, in clinical assess-
ment there is requirement to have accurate
measures on an individual basis. In order to
recover information about individuals from
pooled frequency information, a modified
jackknife method was examined. The
jackknife method is based on a contrast
between the overall pooled frequency in-
formation and the pool frequency without
the observations from a single individual.
Another series of Monte Carlo simulations
demonstrate that the new jackknife method
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resulted in more accurate recovery of the
individual parameter values than just
fitting the model to the individuals. The
6P model was then used to examine the
data from two previously reported studies
involving amnesia. One study dealt with
the effects of alcohol-induced amnesia, and
the other study dealt with Korsakoff am-
nesia. In both cases the pattern of storage
and retrieval measurements resulted in a
clarification of the storage and retrieval
differences between the amnesic group and
the control group.

(19)
Aug 02, 10:00–10:20

Lecture Hall B
A Declarative Memory Model for
Episodic Sequence Categoriza-
tion: Utilizing Findings from the
Mammalian Biological Archetype.
Peter Michael Goebel, Vienna Uni-
versity of Technology , Markus Vincze,
Technical University of Vienna. Humans
remember their experiences in terms of
events over time, hence, the “where”, the
“when” and the “whos” involved when they
appear. The memory, which is accounted
for this, is termed episodic memory, which
together with semantic memory is sub-
sumed as declarative memory. Episodic
memory describes a sequence of states
that appears within a particular situation.
The sequential information is used then
together with contextual information to
build up semantical information. Thus,
episodic memory utilizes temporal associa-
tion between events and its recall, whereas
semantic memory organizes how general
knowledge is constructed and retrieved.
This also applies to vision processes for

object reconstruction and categorization.
However, although artificial pattern and
object categorization have reached certain
maturity, the achieved intelligence level
is still more or less at “insect-like” me-
chanics. State-ofStream-the-art computer
vision is still too inflexible and lacks self-
understanding. Human perception can do
a great deal in about 200 milliseconds. It
is obvious that the recognition of faces,
words and objects, can be achieved within
this short time. Furthermore, humans can
generalize, thus, they detect similarities
with ease; they can also judge between the
essential and unessential features of visual
patterns. They also take account of context
and use that context to complete percepts
in order to resolve ambiguities such as
shown as by Fig. 5.

Figure 5: Humans take account of context
to resolve ambiguities: a) one reads “THE
CAT” with success, b) the context is insuf-
ficient and one reads rather “THE AAT”
than “THE HAT”, because ‘H’ followed by
‘H’ is uncommon to English language use.

In this work, we propose a new artificial
declarative memory model which archetype
is the topology of the mammalian tempo-
ral lobe. We apply stochastic learning and
use recent findings from neuropsychology re-
search. The model utilizes the brain for-
mation for visual episodic sequence cate-
gorization by including context information
to the building of semantic representation.
We show first results from applying the ap-
proach to linguistic and visual object se-
quences, figuring out the prospective high
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flexibility of the approach.

(20)
Aug 02, 10:20–10:40

Lecture Hall B
Short-Term Memory: Evidence
Against a Role of Time and a New
Model. Stephan Lewandowsky,
University of Western Australia. Human
cognition would be unthinkable without
a ‘short-term’ or ‘working’ memory that
provides ready access to task-relevant
information, for example during mental
arithmetic or processing of spoken lan-
guage. What are the mechanisms and
processes that characterize this memory?
In particular, what explains its extremely
transient nature and its very limited capac-
ity? Two opposing explanations exist that
are encapsulated by the distinction between
temporal decay and interference-based
forgetting. This talk reviews some recent
evidence and modeling that addresses this
issue. In particular, I review arguments
and data that increasingly challenge the
decay notion and review one particular
theory, known as SOB (e.g., Farrell &
Lewandowsky, 2002, PB&R), that handles
a variety of phenomena within an interfer-
ence approach. I conclude that time per se
need not contribute to forgetting over the
short term and that SOB provides a strong
alternative model.

(21)
Aug 02, 11:00–11:20

Lecture Hall B
Validation of Three Knowledge Con-
texts Representing an Assessment
Tool for the Obsessive-Compulsive
Disorder. Andrea Spoto, Luca Ste-
fanutti, Giulio Vidotto, University of

Padua. Although Knowledge Space Theory
(KST; Doignon & Falmagne, 1985) has been
developed referring to knowledge domains,
the authors have hypothesized some differ-
ent fields of application. In the present
study KST has been applied, jointly with
Formal Concept Analysis (Wille, 1982),
as a tool to evaluate the goodness of a
formal representation of the relations be-
tween the items of the short form of the
Maudsley Obsessive-Compulsive Question-
naire (Hodgson & Rachman, 1977; Sanavio
& Vidotto, 1985). Each item has been ana-
lyzed on the basis of the presence-absence of
the diagnostic criteria included in the DSM-
IV-TR for the Obsessive-Compulsive Dis-
order (OCD). Three formal contexts have
been built, one for each of the three sub-
scales of the questionnaire. The objects of
each formal context were the items of the
sub-scale, the attributes were the diagnostic
criteria. Since the collection of the intents
of a formal context is ∩-closed, its dual is
∪-closed (Rusch & Wille, 1996). From the
dual of the obtained contexts, we derived
three structures representing the relations
among the attributes and the items of each
sub-scale. A data-set of 33 patients with a
diagnosis of OCD has been used to validate
the structures. The parameters of the Basic
Local Independence Model (BLIM; Doignon
& Falmagne, 1999) have been estimated for
each structure. The fit of the three mod-
els has been tested by parametric bootstrap.
The results showed a good fit for the three
models. The obtained structures could be
used to build an automatic adaptive proce-
dure for the assessment of patients.

(22)
Aug 02, 11:20–11:40
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Lecture Hall B
Mosaic Visualization for Knowledge
Space Theory. Ali Uenlue, Univer-
sity of Augsburg . Mosaic plots are state-of-
the-art graphics for multivariate categorical
data (Hofmann, 2008). A mosaic plot con-
sists of groups of rectangular tiles. Each
tile corresponds to one cell of a contin-
gency table. The tile’s area is proportional
to the cell’s count. Knowledge structures
are mathematical models that belong to the
theory of knowledge spaces (Doignon & Fal-
magne, 1999). Knowledge space theory pro-
vides a theoretical framework for the mod-
eling, assessment, and training of knowl-
edge. This theory utilizes the idea that
some pieces of knowledge may imply others,
and is based on order and set theory. In this
talk I present an application of mosaic plots
to psychometric data arising from underly-
ing knowledge structure models. Tiles of
the mosaic plots now correspond to knowl-
edge states of the knowledge structures. In
simulation trials, the scope of this graphing
method in knowledge space theory is inves-
tigated.

Key words: Mosaic plot; Knowledge
space theory; Visualization

References: Doignon, J.-P., & Falmagne,
J.-C. (1999). Knowledge spaces. Berlin:
Springer. Hofmann, H. (2008). Mosaic
plots and their variants. In C. H. Chen, W.
Haerdle, & A. R. Unwin (Eds.), Handbook
of data visualization (pp. 617-642). Heidel-
berg: Springer.

(23)
Aug 02, 11:40–12:00

Lecture Hall B
Matroids Associated with a Medium.
Reinhard Suck, Univesity of Os-

nabrueck . Several possibilities are in-
vestigated of how to characterize a medium
in the sense of Eppstein, Falmagne &
Ovchinnikov (2008) “Media Theory” as a
matroid. Clearly, the mediatic graph which
is equivalent to a medium gives rise via its
cycles to a graphic matroid. But which
are the the additional and charateristic
properties of this matroid? These and
related questions are are the subject of this
paper.

(24)
Aug 02, 12:00–12:20

Lecture Hall B
Parsimonious Probabilistic As-
sessment of Competences.
Cord Hockemeyer, University of Graz ,
Thomas Augustin, KNOW-Center Graz ,
Dietrich Albert, University of Graz .
Recently, procedures for the assessment
of competences in the application area of
game-based learning have been proposed.
Current applications, however, reach very
large sizes for competence spaces thus re-
quiring different approaches to assessment
procedures. The new procedures have to
be parsimonious not only with respect to
computational load but also to memory
load. We propose a probabilistic assessment
procedure for quasi-ordinal competence
spaces which uses the underlying surmise
relation as its representation of the com-
petence space. The suggested procedure
will be compared with the classical proce-
dure (Falmagne & Doignon, 1988) in two
ways. On a theoretical side, we will show
proximities and differences between the
two approaches. On a practical side, we
will present simulation results comparing
the correctness of the different procedures
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as well as comparing their efficiency. The
efficiency of assessment procedures has two
dimensions, the computational efficiency
and the assessment efficiency, i.e. the
number of questions that have to be asked
for a complete assessment.

(25)
Aug 02, 14:00–14:20

Lecture Hall B
The Effects of Alcohol: A Dif-
fusion Model Decomposition.
Don Van Ravenzwaaij, Gilles Du-
tilh, Eric-Jan Wagenmakers, Univer-
sity of Amsterdam. Alcohol consumption
is known to impair both cognitive and
motoric skills (e.g. Maylor & Rabbitt,
1987). However, the precise effect of dosage
on those skills is as yet unknown. In
this research, we have administered three
different amounts of alcohol to participants
on different days: a placebo dose (0 per
mille), a moderate dose (.5 per mille)
and a high dose (1 per mille). Following
this, participants performed a moving dot
task, in which a group of moving dots
is presented on screen. Two-thirds of
them move randomly, while one-thirds are
moving either to the right or to the left.
Participants have to indicate whether the
cloud of dots seems to be moving to the left
or to the right. To test the effects of alcohol
on performance, we analysed data using
the Ratcliff diffusion model. The diffusion
model accounts for proportion correct as
well as the shape of RT distributions for
both correct and error responses. Moreover,
the estimation of the model parameters
allows a decomposition of the alcohol effect
in terms of its constituent components.
The results show that alcohol consumption

negatively affects the speed of information
accumulation. The impact of alcohol on
response caution and motor processes is
negligible.

(26)
Aug 02, 14:20–14:40

Lecture Hall B
Perceptual Discrimination In Static
and Dynamic Noise. Roger Ratcliff,
Ohio State University , Philip Smith, Uni-
versity of Melbourne. The diffusion model
for simple two-choice decision making has
proved very successful at fitting all as-
pects of experimental data (accuracy and
response time distributions for correct and
error responses) as well as interpreting ef-
fects of independent variables and subject
groups of processing. Here we present data
that pose problems for the usual way the
model is applied to data. Stimuli in let-
ter discrimination and brightness discrimi-
nation tasks were degraded with static and
dynamic noise. The onset and the time
course of decision making were quantified
by fitting the data with the diffusion model.
Dynamic noise and, to a lesser extent, static
noise, produced large shifts in the leading
edge of the RT distribution in letter discrim-
ination but had little effect in brightness dis-
crimination. These shifts are inconsistent
with the idea that noise reduces the rate of
evidence accumulation. Instead, they im-
ply that noise delays the time at which ev-
idence accumulation begins. The shifts in
the RT distributions are shown not to be
the result of strategic processes or the result
of using different stimuli in different tasks.
These results imply that decision making is
time locked to the perceptual processing of
the stimulus features needed to do the task.
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They also show that it is important to ad-
dress the issue of what is the signal that
turns on the accumulation of evidence in the
decision process.

(27)
Aug 02, 14:40–15:00

Lecture Hall B
Optimal Response Initiation in Dif-
fusion Decision Models. Matt Jones,
Michael Mozer, University of Colorado.
Diffusion processes have been highly suc-
cessful as models of human decision mak-
ing, and they have a rational justification
via their close relationship to sequential
likelihood-ratio tests. However, when there
are more than two responses, optimal re-
sponding cannot be based directly on accu-
mulated evidence. Instead, one needs to cal-
culate the posterior probability over which
response is correct. This in turn requires
knowledge of the drift rate of the correct re-
sponse. We show that the drift rate acts
as an inverse temperature parameter in the
posterior response distribution, so that, for
example, overestimation of the drift leads to
premature and error-prone responding. We
then develop a hierarchical Bayesian model
in which the drift rate is unknown, with a
hyper-prior derived from previous decision
trials. This model predicts sequential effects
in decision times that closely match human
data.

(28)
Aug 02, 15:00–15:20

Lecture Hall B
The Over-Constraint of Response
Time Models. Chris Donkin, Univer-
sity of Newcastle. Theories of choice re-
sponse time provide insight into the psycho-
logical underpinnings of simple decisions.

Evidence accumulation (or sequential sam-
pling) models are the most successful the-
ories of choice response time. All of these
models all have the same scaling property
that a subset of their parameters can be
multiplied by the same amount without
changing their predictions. This property
means that a single parameter must be fixed
to allow estimation of the remaining param-
eters. We show that the traditional solution
to this problem has been over-constraining
the models, unnecessarily restricting their
ability to account for data and implicitly
making unjustified psychological assump-
tions. We look at data from Gould, Wolf-
gang and Smith (2007) which cannot be fit
by over-constrained versions of leading ex-
emplars of two classes of evidence accumu-
lation models, the diffusion model (Ratcliff,
1978) and the linear ballistic accumulator
model (Brown & Heathcote, 2008). Prop-
erly (i.e., minimally) constrained versions of
these models provide a more accurate fit to
these data with parameters that provide a
sensible account of the underlying psycho-
logical processes.

(29)
Aug 02, 15:40–16:00

Lecture Hall B
Differentiation and Response Bias
in Episodic Memory: Evidence
from Reaction Time Distributions.
Amy Criss, Syracuse University . In differ-
entiation models, the processes of encoding
and retrieval produce an increase in the
target distribution and a decrease in the
foil distribution as the amount of encoding
increases. This produces an increase in the
hit rate and decrease in the false alarm
rate for a strongly encoded compared to
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a weakly encoded list, consistent with
empirical data. Other models assume that
the foil distribution is unaffected by encod-
ing manipulations or the foil distribution
increases as a function of target strength.
They account for the empirical data by
adopting a stricter criterion for strongly
encoded lists relative to weakly encoded
lists. The differentiation and criterion
shift explanations have been difficult to
discriminate using accuracy measures. In
this paper reaction time distributions and
accuracy measures are collected in a list
strength paradigm and in a response bias
paradigm where the proportion of test
items that are targets was manipulated.
Diffusion model analyses showed that list
strength affects the rate of accumulation
of evidence (e.g., drift rate) for both
targets and foils but not response bias
(e.g., starting point). Manipulating the
proportion of targets affects response bias
but not the accumulation of evidence. The
diffusion model analyses is consistent with
a priori predictions of the differentiation
models where subjective memory strength
is mapped directly onto drift rate and
criterion placement is mapped onto starting
point. Criterion shift models require ad hoc
assumptions to account for these findings.

(30)
Aug 02, 16:00–16:20

Lecture Hall B
A Diffusion Model of Processing in
the Flanker Task: Attention and
Overlapping Spatial Representations.
Corey White, Roger Ratcliff, Ohio
State University . The flanker task has been
extensively used to investigate spatial atten-
tion and conflict resolution. In the task,

a central target must be identified in the
presence of flanking stimuli that are ei-
ther congruent or incongruent with the tar-
get. Results show that flanking stimuli in-
fluence the decision, but their impact de-
creases over time. Dual process models ac-
count for this by assuming an automatic
route where all stimuli are processed, and
a slower, attention-controlled route where
only the central target is processed (e.g.,
Gratton, Coles, & Donchin, 1992). Alterna-
tively, single-process models have been pro-
posed where attention boosts the impact of
the central target relative to the flankers
(e.g., Cohen, Servan-Scheiber, & McClel-
land, 1992). We propose a single-process
model in which a diffusion decision process
is driven by the interplay between attention
and the perceptual representation of the
stimulus. Each stimulus is assumed to have
a distribution of spatial uncertainty, leading
to overlapping spatial representations (i.e.,
overlap model, Ratcliff, Gomez, & Perea,
2007). Over time, attention serves to fo-
cus in on the center of the perceptual rep-
resentation, minimizing the impact of the
flanking stimuli. This process provides the
evidence (drift rate) for the diffusion pro-
cess. To test the model, several experiments
were performed that included the standard
conditions, congruent (>>>>>) and incon-
gruent (>><>>), as well as two intermedi-
ate incongruent conditions (><<<>) and
(<><><). The model captures the pat-
terns of behavioral data with relatively few
free parameters. Results are discussed in re-
lation to existing models and model-based
interpretations of empirical phenomena.

(31)
Aug 02, 16:20–16:40
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Lecture Hall B
Applying the Linear Ballistic Accu-
mulator model to implicit sequence
learning. Ingmar Visser, University
of Amsterdam, Tom Marshall, Cogni-
tive Science Center Amsterdam. Sequence
learning studies the acquisition of sequen-
tial structure in forced-choice reaction time
paradigms. Such learning is expressed in
an increasing difference between predictable
and unpredictable trials, where the pre-
dictable trials form a complex sequence.
This kind of learning is typically considered
a basic and automatic process which oc-
curs largely outside participants’ awareness
as tested by subsequent recognition tasks.
One of the major theoretical frameworks
on implicit learning states that there are
no or hardly any individual differences be-
tween participants; this is partly confirmed
by the absence of correlations with for ex-
ample IQ and age. A common problem in
these studies is that the dependent mea-
sure is a reaction time difference or ratio,
which is hence very noisy. Moreover, re-
action times themselves could be different
due to different speed-accuracy trade-offs;
the latter is certainly likely in developmen-
tal comparisons. To alleviate this, in the
current paper we apply the linear ballistic
model (Brown & Heathcote, 2008) to im-
plicit learning data so as to arrive at sta-
ble individual measures of the learning pro-
cess. Our goals are three-fold. One, to es-
tablish which parameters change while par-
ticipants are acquiring sequence knowledge.
Drift rate, boundary separation and start-
ing point distribution are all candidates for
explaining reaction time effects in sequence
learning. Second, to establish whether there

are reliable individual differences. Third, to
establish if such differences are correlated
with other cognitive measures such as IQ.
Preliminary results indicate that at least the
starting point distribution and the bound-
ary separation parameters are affected in a
typical sequence learning task.

(32)
Aug 02, 09:00–09:20

Lecture Hall C
Applications of the Loss Signals Risk
Hypothesis. Eldad Yechiam, Guy
Hochman, Ariel Telpaz, Technion - Is-
rael Institute of Technology . The Loss Sig-
nals Risk hypothesis argues that losses in-
crease the subjective significance of global
outcome patterns and thus signal the exis-
tence of environmental risk. To risk tak-
ers losses are an attraction signal and to
risk-averse individuals they are an avoid-
ance signal. The current presentations re-
views recent studies confirming four surpris-
ing implications of the hypothesis: 1) No
loss aversion in small to moderate risk levels
2) A positive effect of losses on autonomic
arousal but no association between the con-
tingent autonomic arousal and loss sensitiv-
ity, 3) A positive effect of losses on the con-
sistency of risk taking levels within the indi-
vidual across separate sessions and different
decision tasks due to the activation of trait-
relevant individual differences in risk taking,
and 4) a negative effect of losses on the con-
nection between tonic arousal level and risk
taking (implied by personality theories, due
to the tendency of low-arousal individuals
to take more risk). Implications 2 through
4 are shown to exist simultaneously with the
first implication. The LSR is thus a simple
formally-expressable effect of losses that is
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not consistent with loss aversion, and ex-
plains the rich effect that losses can have
on different people. The ecological signifi-
cance of the LSR effect is that individuals
can tailor their behavioral choices to their
preferred risk level without necessarily be-
ing forced to avoid risk.

(33)
Aug 02, 09:20–09:40

Lecture Hall C
Finding the Features that Repre-
sent Stimuli. Matthew Zeigenfuse,
Michael Lee, University of California,
Irvine. We develop a model for finding the
features that represent a set of stimuli, and
apply it to the Leuven Concept Database.
The model combines the feature generation
and similarity judgment task data, inferring
whether each of the generated features is im-
portant for explaining the patterns of sim-
ilarity between stimuli. Across four data
sets, we show that features range from being
very important to very unimportant, and
that a small subset of important features
is adequate to describe the similarities. We
also show that the features inferred to be
more important are intuitively reasonable,
and present analyses showing that impor-
tant features tend to focus on narrow sets
of stimuli, providing information about the
category structures that organize the stim-
uli into groups.

(34)
Aug 02, 09:40–10:00

Lecture Hall C
A Graph- Theoretic Approach to Sta-
tistical Semantics: Explaining both
Similarity and Frequency Judgments.
Jose Quesada, Lael Schooler, Max
Planck Institute. LSA (Landauer and Du-

mais, 1997) started a trend in cognition
by assuming that the usage pattern of
words determines their mental represen-
tation. That is, the features that form
the representation are contexts. Griffiths,
Steyvers, and Tenenbaum (2007) propose
that representation might be a language of
discrete features and generative Bayesian
models instead of continuous spaces. Jones
and Mewhort (2007) propose methods to
capture both syntax and semantics simulta-
neously in a single representation. Howard
and Kahana (submitted) adhere to tempo-
ral context to explain the development of se-
mantic representations, and Kwantes (2005)
suggests that meaning might be computed
‘in real time’ when needed instead of be-
ing stored in LTM memory as static vec-
tors. However, common to all models of
meaning is the idea that using context pat-
terns one can derive cognitive representa-
tions. All these models use a word by con-
text matrix. This word by context matrix
defines a weighted bipartite graph where
term-document link weights are the word
counts for each document (distributional
graph). We compare several graph-based
similarity and centrality measures on this
graph. Pagerank –mathematically equiva-
lent to a spreading activation mechanism–
correlates with word frequency judgments,
while Euclidian commute time correlates
with semantic similarity judgments. We dis-
cuss how the added flexibility of graph the-
ory may improve the range of effects statis-
tical semantics can tackle. For example, in
the ‘bag of words’ approach it is not easy to
add structure such as an evolutionary tree
relating animals. But any tree is a graph,
and sharing vertices with the distributional
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graph one can merge both and recompute
measures.

(35)
Aug 02, 10:00–10:20

Lecture Hall C
Probabilistic Modeling of Human
Choices and Preferences using
Ratings Data. Tim Rubin, Mark
Steyvers, University of California,
Irvine. Recommendation systems provide
an excellent opportunity for studying
human choice and preferences. We present
a probabilistic model that captures two
closely related processes that underlie the
human input to recommendation systems;
the process by which individuals choose
items to rate, and the process by which
they select a rating for those items. Using
movie-ratings data collected by Netflix, we
demonstrate that this model can provide
accurate predictions for missing data.
Furthermore, we show that the implicit
information that users reveal through their
choice processes can be used to improve
accuracy of rating predictions, even in the
absence of explicit ratings data.

(36)
Aug 02, 10:20–10:40

Lecture Hall C
Pattern-Based Logical Probability
Judgments. Momme von Sydow,
Georg-August Universität Göttingen.
Logical judgments like ‘ravens are black
and they can fly’ are used ubiquitously.
However, formal logic appears to be inap-
propriate to describe the truth conditions of
such sentences. First, due to the determin-
istic interpretation of logical connectors,
the empirical validity of a connector is
falsified by single contradicting evidence.

But since most rules have exceptions, a
strict logical use of connectors would have
almost no applicability. This problem
may be ruled out by confining logical
predication to high probability situations.
Second, however, according to the standard
(extensional) interpretation of probability a
logical connector that refers to a larger set
than another connector is always equally or
more probable. But this implies that the
hypothesis ‘ravens are black or they can fly
or both’ is understood to be more probable
than the above AND-judgment. An alter-
native, pattern-based notion of probability
judgments is needed. A first formalization
as Bayesian logic has been suggested (v.
Sydow, 2007, 2008, in press). Although this
model – reminiscent of pattern recognition
algorithms – is formulated using standard
probability theory, it does deviate in its
predictions from a direct application of
extensional probability theory. The model
predicts several logical inclusion fallacies.
Empirically, new data will be presented
testing pattern-based probability judg-
ments. In Experiment 1 logical probability
judgments are investigated given a large
number of observed frequency patterns,
involving, for instance, contingencies tables
with zero cells, identical marginals, or dif-
ferent sample sizes. Experiments 2 explores
pattern-based probability judgments in a
trial-by-trial setting.

(37)
Aug 02, 11:00–11:20

Lecture Hall C
Subjective Complexity and the Lan-
guage of Thought. Charles Kemp,
Carnegie Mellon University . Many re-
searchers have suggested that the psycho-
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logical complexity of a concept is related to
the length of its representation in a ‘lan-
guage of thought.’ As yet, however, there
are few concrete proposals about the nature
of this language. I will discuss one such pro-
posal: the language of thought allows first
order quantification (quantification over ob-
jects) more readily than second-order quan-
tification (quantification over features). To
support this proposal I will present data and
modeling results from a concept learning
study inspired by the classic work of Shep-
ard, Hovland and Jenkins.

(38)
Aug 02, 11:20–11:40

Lecture Hall C
A Rational Model of Function Learn-
ing. Christopher Lucas, Thomas
Griffiths, University of California,
Berkeley , Michael Kalish, University of
Lafayette, Joseph Williams, University
of California, Berkeley . Most function
learning research has been concerned with
specifying representations and processes
by which people understand the functional
relationship between pairs of continuous
variables. In this work, we take another
tack, developing a rational model of func-
tion learning. This model characterizes
human performance in terms of expecta-
tions about different kinds of functions,
transparently identifying the inductive
biases that a process model should capture.
We treat the problem of function learning
to be recovering a relationship between
points x ∈ Rd and y ∈ R in an environment
where certain kinds of relationships are
more probable than others. A general
solution to this problem is provided by
Gaussian processes, a nonparametric

Bayesian method for performing regression.
Here we elaborate on our previous find-
ings that Gaussian processes can be used
to express both associative models and
“rule-based” models that treat function
learning like parametric regression. Our
model describes the behavior of a rational
agent who supposes that a single function
relates a set of (x; y) pairs but is uncertain
as to what form that function takes. This
model outperforms well-known alternatives
in predicting the relative difficulty people
have in learning different functions. We
also consider an extension of that model,
motivated by knowledge partitioning ef-
fects, in which people learn that multiple
functional relationships apply when con-
text is switched and produce bimodal
predictions. Capturing these effects is an
important part of adequately characterizing
human inductive biases, since being able
to partition values of x allows people to
represent complex non-linear functions
using several simpler functions.

(39)
Aug 02, 11:40–12:00

Lecture Hall C
When a Learning Theory Predicts the
Wrong Response: Error of the Model
or of the Learner? Martijn Meeter,
VU University Amsterdam. In probabilistic
categorization tasks various cues are proba-
bilistically (but not perfectly) predictive of
class membership. This means that a given
combination of cues sometimes belongs to
one class and sometimes to another. There
are two alternative conceptualizations of
learning in such tasks: as rule-based learn-
ing, or as incremental learning. Each con-
ceptualization has links to a method of an-
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alyzing performance: strategy analysis as-
sumes rule-based learning, rolling regression
analysis in most consistent with incremental
learning. These two methods can be used to
predict responses of categorizers from their
responses on preceding trials. They turn out
to predict responses about equally well - or
equally badly, as both place a large number
of trials in categories in which the response
of the categorizer is a toss-up. Here, we in-
vestigate whether categorizers on such trials
really produce a random or nearly random
response, or whether there are regularities
in such trials that are not yet captured by
learning theories.

(40)
Aug 02, 12:00–12:20

Lecture Hall C
Assessing Learning Processes by As-
sessing Learning Object Effects: A
Probabilistic Skill Multimap Model.
Pasquale Anselmi, Egidio Robusto,
Luca Stefanutti, University of Padua.
Let the knowledge state of a student be rep-
resented by the set of non directly observ-
able skills possessed by him, and underlying
his observable responses to a collection of
problems. In our work, the learning process
of a student is modelled as a function of the
interaction between his knowledge state and
the effect of a learning object. A probabilis-
tic skill multimap model has been developed
to assess the effect of learning objects on the
attainment of skills required to solve prob-
lems in a given knowledge domain. Model
parameters are the initial probabilities of
the skills, the difficulties of attaining the
skills, the learning object effects on attain-
ing the skills, the careless error and lucky
guess probabilities of the problems. The

model has been applied to the responses
provided by two groups of university stu-
dents to 13 problems in elementary proba-
bility theory. To test the model, a 2 x 2
experimental design with two learning ob-
jects (effective vs. ineffective), and two as-
sessment steps (pre-test and post-test) was
planned. The effective learning object was
supposed to be useful to learn the skills re-
quired to solve the problems, and it was
given to the students of a first group. The
ineffective learning object was supposed to
be not useful, and it was given to the stu-
dents of a second group. Results of the
application are presented, and their impli-
cations for learning process assessment are
discussed.

Keywords: learning object, learning pro-
cess, skill map, knowledge structure

(41)
Aug 02, 14:00–14:20

Lecture Hall C
Modes of Information Search in Ac-
tive Learning. Doug Markant, Todd
Gureckis, New York University . Effective
learning often requires actively searching
for information to reduce one’s uncertainty
about a concept. However, the ability to
devise efficient queries–those that return
the most information or are most useful in
reaching the learning goal–has been shown
to vary across task domains, such that peo-
ple perform highly efficient search in per-
ceptual tasks (Najemnik and Geisler, 2005)
but exhibit biased search strategies in more
abstract or conceptual tasks (Klayman and
Ha, 1989). Using a novel search task based
on the children’s game Battleship, we stud-
ied how people make decisions about the
value of future observations. We compare
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human performance to a Bayesian “ideal
learner” model of the task, along with a
number of simple heuristic search models.
We find that participants shift between two
distinct search modes: slow, effortful ex-
ploitation of local information, and a faster,
but less efficient pattern of exploration. We
then evaluate how the costs of information
collection, the complexity of the hypothesis
space, and nature of prior beliefs influence
search performance.

(42)
Aug 02, 14:20–14:40

Lecture Hall C
Real-Time Attention in a Cross-
Situational Learning Task: An Eye
Tracking Analysis. Daniel Yurovsky,
Chen Yu, Indiana University . In order
to determine the meanings of words of
their native languages, learners must ex-
tract information from noisy, complex en-
vironments. To be successful, they must di-
rect their attention moment-by-moment to
the most informative subset of this data.
Using eye-tracking information from partic-
ipants engaged in a cross-situational lan-
guage learning task, we ask how attention
and learning are dynamically coupled in
real-time. In the cross-situational word-
learning paradigm, learners are exposed to
a series of trials containing multiple objects
and multiple words each. While each trial
is individually ambiguous (as it contains
many potential word-object mappings), cor-
rect mappings can be determined over time
by computing association frequencies be-
tween words and objects across the whole
training set. Where previous work has as-
sumed that all fixations are driven by word-
item associations, we factor in online habit-

uation processes, and show that these can
account for much of what was previously
treated as noise. A principled model of this
process makes possible the use of fixation
information as non-invasive, online index of
learning. This allows us to move beyond the
two stage train-test model, and to under-
stand the dynamics of the cross-situational
learning process.

(43)
Aug 02, 14:40–15:00

Lecture Hall C
Cue Learning in a Changing Environ-
ment. Maarten Speekenbrink, David
Shanks, University College London. Inves-
tigations of Multiple Cue Probability Learn-
ing (MCPL) typically focus on stationary
environments where the predictive validity
of cues is stable across time. Based on pre-
vious work, we present an experiment on
MCPL where the relations between cues and
outcome change over time. In a simulated
environment, participants learned to predict
share price on the basis of two market in-
dicators (cues). In a between-subjects de-
sign, we varied the type (abrupt or gradual)
and timing (synchronous or asynchronous)
of change. We found no main effects of
the type and timing of change on over-
all performance. A fine-grained analysis of
the learning dynamics by a Kalman Filter
showed that participants learned to track
the changes quite well. In addition, there
was evidence of a wide variation in indi-
vidual strategies. To get more insight into
the learning processes, we fitted a number
of formal learning models to the data, in-
cluding a dynamic Bayesian Filter, the Gen-
eralized Context Model, and an Associa-
tive Learning Model. We discuss results
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in light of a main distinguishing feature of
these models, namely whether they learn in
a global or local manner.

(44)
Aug 02, 15:00–15:20

Lecture Hall C
Sequential Learning Using Temporal
Context. Karthik Shankar, Marc
Howard, Syracuse University . The tem-
poral context model (TCM) has been ex-
tensively applied to recall phenomena from
episodic memory. Here we use the same for-
mulation of temporal context to construct
a sequential learning model called the pre-
dictive temporal context model (pTCM),
which can extract the generating function
of a language from sequentially presented
words. In pTCM, temporal context is used
to generate a prediction vector at each step
of learning and these prediction vectors are
in turn used to construct semantic repre-
sentations of words on the fly. The semantic
representation of a word is defined as the su-
perposition of prediction vectors that occur
prior to the presentation of the word in the
sequence. Here we create a formal frame-
work for pTCM and explore the effect of
manipulating the parameters of the model
on learning a sequence of words generated
by a bi-gram generating function. In this
simple case, we demonstrate that feeding
back the constructed semantic representa-
tion into the temporal context during learn-
ing improves the performance of the model
when trained with a finite training set from
a language with equivalence classes among
some words. We also describe pTCMA, a
variant of the model, that has computa-
tional advantages in scaling-up to learn real
languages. We show the results of training

pTCMA over the TASA corpus and com-
pare the resulting semantic representation
to that constructed by LSA.

Reference: see
http://memory.syr.edu/publications.html
(submitted to J. Math. Psych.)

(45)
Aug 02, 15:40–16:00

Lecture Hall C
Reconciling Regular Minimality
with Thurstonian-type Models.
Janne Kujala, University of Jyväskylä,
Ehtibar Dzhafarov, Purdue University .
A Thurstonian-type model for pairwise
discrimination is any model in which the
response (“same” or “different”) depends,
deterministically or stochastically, on real-
izations of random variables P (x) and Q(y)
(perceptual images) selectively depending
on stimuli x and y. It has been shown
that an unconstrained Thurstonian-type
model can account for any discrimination
probability function. However, it has
also been shown that if the distribution
of P (x),Q(y) depends on x, y in a “well-
behaved” manner, then the model cannot
simultaneously account for two empirically
plausible basic properties of discrimina-
tion functions, Regular Minimality and
nonconstancy of minima. Regular Mini-
mality means that x is the stimulus least
discriminable from y if and only if y is
the stimulus least discriminable from x;
nonconstancy of minima means that the
discrimination probability generally varies
across such pairs of corresponding x and
y. We consider two ways of reconciling
these two properties with Thurstonian-type
models. The first one is to give up well-
behavedness: we construct toy examples of
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non-well-behaved Thurstonian-type models
that can simultaneously account for both
Regular Minimality and nonconstancy of
minima. The second way is to consider
Regular Minimality as only an approximate
law: we demonstrate that well-behaved
Thurstonian-type models can approximate
certain types of discrimination functions
satisfying Regular Minimality and noncon-
stancy of minima to an arbitrary degree of
precision.

(46)
Aug 02, 16:00–16:20

Lecture Hall C
Perceptual Discrimination of Two-
dimensional Stimuli: a Test of Match-
ing Regularity. Lacey Perry, Ehtibar
Dzhafarov, Purdue University . Matching
regularity (MR) is the adjustment-paradigm
counterpart of the principles of Regular
Minimality and Regular Mediality for, re-
spectively, same-different and greater-less
judgments. MR means that: (1) for ev-
ery x ∈ O1 (first observation area) there
is a single matching value y ∈ O2 (sec-
ond observation area); (2) for every y ∈ O2

there is a single matching value x ∈ O1;
(3) y ∈ O2 matches x ∈ O1 if and only if
x ∈ O1 matches y ∈ O2. The present study
employed a ping-pong matching procedure
(Dzhafarov, 2006). Stimuli were two dots in
two circles (observation areas). Participants
were instructed to move one of the dots until
its position matched that of the fixed dot in
the other circle. The adjustable and fixed
dots alternated between O1 and O2 from
trial to trial, with the position adjusted in
a trial serving as the fixed position in the
next trial. Histograms of first-order differ-
ences of adjusted positions showed means

and medians approximately equal to zero.
Adjustment means across trials were rela-
tively stable, so the adjustments did not
progressively wander away from the initial
positions. The means and medians of the
first- through fifth-order differences did not
change.

(47)
Aug 02, 16:20–16:40

Lecture Hall C
Fechnerian Scaling in R. Thomas
Kiefer, Ali Uenlue, University of Augs-
burg , Ehtibar Dzhafarov, Purdue Uni-
versity . R (http://www.r-project.org/; R
Development Core Team, 2006) is a lan-
guage and environment for statistical com-
puting and graphics. R is free software and
can easily be extended by user-contributed
packages. In this talk we present the pack-
age fechner for performing Fechnerian scal-
ing of object sets in R. Fechnerian scaling
is a procedure for constructing a metric on
a set of objects (e.g., colors, symbols, X-ray
films, or even statistical models) to repre-
sent dissimilarities among the objects “from
the point of view” of a system (e.g., person,
technical device, or even computational al-
gorithm) “perceiving” these objects. This
metric, called Fechnerian, is computed from
a data matrix of pairwise discrimination
probabilities or any other pairwise measure
which can be interpreted as the degree with
which two objects within the set are dis-
criminated from each other. We describe
the functions of the package. Fechnerian
scaling is demonstrated on real data sets ac-
companying the package.

Key words: R; Fechnerian scaling; Sub-
jective metric; Psychophysics

References: Dzhafarov, E. N., & Colo-
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nius, H. (2006). Reconstructing distances
among objects from their discriminability.
Psychometrika 71, 365-386. R Development
Core Team (2006). R: A language and envi-
ronment for statistical computing. Vienna,
Austria: R Foundation for Statistical Com-
puting.

(48)
Aug 03, 09:00–09:20

Lecture Hall A
Hierarchical Bayesian Modeling in
Cognitive Science. Michael Lee, Uni-
versity of California, Irvine. This talk will
give an introduction to the Hierarchical
Bayesian Modeling symposium. The goal is
to explore some basic issues, ideas and chal-
lenges in using the Hierarchical Bayesian
framework for modeling in the Cognitive
Sciences. Besides giving some broad context
for the specific research papers that form
the symposium, some additional modeling
work - probably including modeling devel-
opmental data from children learning num-
bers, and real world game show decision-
making data - will be presented as concrete
examples of the applicability and flexibility
of Hierarchical Bayesian methods for help-
ing understand human cognition.

(49)
Aug 03, 09:20–09:40

Lecture Hall A
Modeling Episodic Memory Deficits in
Alzheimer’s Disease. James Pooley,
Michael Lee, University of California,
Irvine, William Shankle, Medical Care
Corporation. Alzheimer’s disease (AD) is
characterized by a variety of episodic mem-
ory deficits. Fully understanding these
deficits would prove useful for a variety of
clinical problems related to AD, such as de-

veloping inexpensive methods for detecting
AD early and assessing the efficacy of var-
ious drug treatments based on behavioral
data. Using hierarchical Bayesian methods,
we apply a variety of memory models from
the psychological literature to a large clini-
cal data set. Advantages of adopting the hi-
erarchical Bayesian approach as well as us-
ing memory models in clinical settings will
be discussed.

(50)
Aug 03, 09:40–10:00

Lecture Hall A
A Hierarchical Bayesian Model for
Assessing Working Memory Capacity.
Richard Morey, University of Gronin-
gen, Jeffrey Rouder, University of Mis-
souri . Working memory is thought to be a
short-term, limited capacity buffer for the
storage and manipulation of information. A
model hierarchical Bayesian model for esti-
mating the capacity of working memory is
proposed. The model is based on Cowan et
al. (2005) fixed capacity model, which fits
visual array data well, with modifications.
The hierarchical model has several novel ele-
ments, including Mass-at-chance and Mass-
at-ceiling (Morey et al, 2008), and is esti-
mated via Markov Chain Monte Carlo tech-
niques. A graphical user interface is avail-
able for easy model estimation.

(51)
Aug 03, 10:00–10:20

Lecture Hall A
A Single-Factor Model of Recognition
Memory. Michael Pratte, Jeffrey
Rouder, University of Missouri . Bayesian
hierarchical models are of great benefit for
separating latent psychological process from
nuisance variability due to the selection of
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people and items. We construct a parsimo-
nious Bayesian hierarchical model of recog-
nition memory which accounts for the ef-
fects of study, items, people, and conditions,
with a single locus or factor. Recognition
memory ROC curves are typically asym-
metric about the negative diagonal. To ac-
count for this asymmetry most models place
the effect of study in two or more parame-
ters. For example, the unequal-variance sig-
nal detection model allows study to affect
both the mean and variance of mnemonic
strength. Likewise, Yonelinas’ dual- pro-
cess model posits that study affects both
recollection and familiarity. We show that
ROC curves across conditions and people
have a surprising degree of structure which
indicates that study affects a single factor
or parameter. The current crop of mod-
els, however, miss this constraint and con-
sequently posit too much flexibility. To ac-
count for asymmetry, we substitute a log-
gamma parametric assumption for the more
typical normal assumption. This model
is highly constrained in that the effects of
study, people, items, and conditions are
shifts in strength distributions. Thus, the
model imposes a great deal of structure on
how ROC curves vary across people, items,
and conditions. We show that this struc-
ture holds to a large degree across our data
as well those data which have been used to
support multiple memory systems.

(52)
Aug 03, 10:20–10:40

Lecture Hall A
Bayesian State-Space Models for Af-
fective Dynamics. Tom Lodewyckx,
Francis Tuerlinckx, Peter Kuppens,
University of Leuven, Nicholas Allen,

University of Melbourne, Lisa Sheeber,
Research institute Oregon. In the last years,
emotion research has been focusing on the
conceptualization of emotions as multicom-
ponential, dynamical systems. This de-
velopment created a new set of challeng-
ing research questions, concerning for in-
stance autoregressive dependencies (related
to concepts of emotional homeostasis) or
cross-lagged relations (related to the mu-
tual influence of emotion components). In
a first part, we want to introduce a state-
space approach for the dynamical modeling
of emotion components. It will be shown
how Markov chain Monte Carlo methods
are used to estimate the model parame-
ters. Various model extensions are dis-
cussed (e.g. external covariates, regime-
switching). In a second part, we apply this
framework to high resolution psychophysio-
logical and behavioral data obtained during
emotionally evocative adolescent-parent in-
teractions and illustrate how it can be used
to obtain new insights in the dynamical na-
ture of emotions.

(53)
Aug 03, 11:00–11:20

Lecture Hall A
Hierarchical Bayesian Mod-
eling in Category Learning.
Wolf Vanpaemel, University of Leuven,
Michael Lee, University of California,
Irvine. We advocate hierarchical Bayesian
methods to relate models and data in
the cognitive sciences. We emphasize
the advantages of hierarchical Bayesian
modeling in converting model selection
problems to parameter estimation prob-
lems, and providing one way of specifying
theoretically-based priors for competing
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models. We demonstrate the hierarchical
Bayesian approach and its advantages
using a worked example, considering an
existing model of category learning, the
Varying Abstraction Model (VAM). The
VAM allows for a wide variety of category
representations to be inferred from human
behaviour in category learning tasks. We
show how a hierarchical Bayesian analysis
can provide a unifying explanation of the
representational possibilities using two
parameters. One parameter measures the
degree of abstraction in category represen-
tations, and the other controls the emphasis
on similarity in building these represen-
tations. Using 30 previously published
data sets, we show how inferences about
these parameters, and about the category
representations they generate, can be used
to evaluate data in terms of the ongoing
exemplar versus prototype and similarity
versus rules debates in the literature.

(54)
Aug 03, 11:20–11:40

Lecture Hall A
Human Function Estimation: Balanc-
ing Fit and Complexity. Dan Lit-
tle, Richard Shiffrin, Indiana Univer-
sity . Modern model selection methods all
seek an appropriate balance of fit and
complexity. We explore the way humans
seek such a balance, and how this balance
matches statistical methods, by asking hu-
mans to produce a best causal function to
explain noisy data. We use a hierarchical
Bayesian model of polynomials of different
degrees to fit both the original set of noisy
data and the observer’s estimated functions.
The results show a general human bias for
simplicity, but with interesting individual

differences that show deviations from the
Bayesian best estimates.

(55)
Aug 03, 11:40–12:00

Lecture Hall A
Redundant Target or Focused At-
tention: Two Different Paradigms
but the Same Crossmodal Integra-
tion Mechanism? A Modeling Ac-
count. Adele Diederich, Jacobs Uni-
versity Bremen, Hans Colonius, Olden-
burg University . Two different experimen-
tal paradigms are used to measure reac-
tion time (RT) to a crossmodal stimulus
set. In the redundant target (aka divided-
attention) paradigm, stimuli from differ-
ent modalities are presented simultaneously
or with certain stimulus onset asynchrony
(SOA), and the participant is instructed to
respond to the stimulus detected first. Typ-
ically, the time to respond in the cross-
modal condition is faster than in either of
the unimodal conditions. In the focused at-
tention paradigm, crossmodal stimulus sets
are presented in the same manner but now,
participants are instructed to respond only
to the onset of a stimulus from a specifi-
cally defined target modality, such as the
visual, and to ignore the remaining non-
target stimulus, the tactile or the auditory,
say. In the latter setting, when a stimulus
of a non-target modality, a tone, say, ap-
pears before the visual target, there is no
overt response to the tone if the participant
is following the task instructions. Never-
theless, the non-target stimulus has been
shown to modulate the saccadic response to
the target. The distinction between the re-
dundant target and the focused attention
paradigm is not only an interesting exper-
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imental variation as such, but it may also
provide an important theoretical perspec-
tive. In fact, since the stimulus setup can
be chosen to be identical in both paradigms,
any differences observed in the responses
would have to be due to the instructions
only. Here we show how the time-window-
of-integration (TWIN) model developed by
the authors (Colonius; Diederich & Colo-
nius, BrainRes 2008) accounts for such re-
sults.

(56)
Aug 03, 12:00–12:20

Lecture Hall A
The Optimal Time Window of Multi-
sensory Integration. Hans Colonius,
University of Oldenburg , Adele
Diederich, Jacobs University Bremen.
The notion of a spatiotemporal window of
integration is a commonly accepted con-
cept in multisensory research: crossmodal
information falling within this window is
integrated, whereas information falling
outside of this window is not. It has
been recognized, however, that integrating
crossmodal information always involves
a decision about whether or not two (or
more) sensory cues originate from the same
event, i.e., have a common cause [e.g.,
Koerding et al. PLoSONE, Sept. 2007].
Several research groups have shown by
now that multisensory integration follows
more or less closely rules based on optimal
Bayesian estimation procedures. Here we
extend this approach through determining
the optimal width of a time window of
integration: An infinitely large time win-
dow would lead to mandatory integration,
a zero-width time window would rule
out integration entirely. Computation of

an optimal time window must be based,
amongst others, on the a-priori probability
of a common cause and the likelihood
of observed temporal disparities between
the unimodal signals. We demonstrate
this approach within the framework of
the time-window-of-integration (TWIN)
model developed by the authors [Colonius
Diederich & Colonius, BrainRes 2008].

(57)
Aug 03, 14:00–14:20

Lecture Hall A
Identification of Complex Serial
and Parallel Architectures Using
the Systems Factorial Technology.
Mario Fific, Max Planck Institute,
James Townsend, Indiana University . A
growing methodology, known as systems
factorial technology (SFT), is being devel-
oped to diagnose the type of processing
architecture that underlies performance in
tasks of multidimensional perception, e.g.,
whether processing is serial or parallel,
exhaustive or self-terminating. Systems
factorial technology, a non-parametric
method, also allows for a unique and fine-
grained analysis of individual differences
processing. The SFT diagnostic properties
are achieved by utilization of a survivor
interaction contrast (SIC) function, which
uniquely identifies different architectures
and stopping rules, based on the analysis of
the distributions of choice reaction times.
For the most part, however, applications of
SFT have taken place in the context of sim-
ple two-process tasks. The purpose of the
present research is to extend the application
of SFT to multiple-process tasks (n = 3, 4).
The results from a short-term memory
experiment revealed striking individual
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differences: some subjects were identified
as relying on parallel processing while
others primarily relied on serial processing.
We also revealed a hybrid form of the
serial and parallel processing, contingent
on a searched item’s position in a memory
set. This finding is in contrast to many
contemporary theories which assume purely
serial or parallel architectures. The current
experiments provide additional evidence
on the utility and validity of SFT in the
investigation of multiple processes tasks.
The fine-grained assessment of individual
differences, calls for SFT application in
cognitive and clinical psychology, and
potentially in cognitive neuroscience.

(58)
Aug 03, 14:20–14:40

Lecture Hall A
Large-Scale Modeling of Reading
Aloud in the Connectionist Dual Pro-
cess (CDP) Model. Marco Zorzi, Uni-
versity of Padova, Conrad Perry, Swin-
burne University , Johannes Ziegler,
Aix-Marseille University . We review the
computational principles behind the Con-
nectionist Dual Process (CDP) approach to
modeling reading aloud (Zorzi, Houghton,
& Butterworth, 1998) and discuss new anal-
yses that investigate the factors behind the
success of CDP+ (Perry, Ziegler, & Zorzi,
2007). We then present a new version of the
model, CDP++, that simulates the reading
aloud of mono- and disyllabic words and
nonwords both in terms of pronunciation
and stress assignment. With its lexicon of
over 32,000 words, CDP++ is a notable ex-
ample of the successful scaling-up of a con-
nectionist model to a size that more realis-
tically approximates the human lexical sys-

tem.

(59)
Aug 03, 14:40–15:00

Lecture Hall A
Learning Location Invariant Ortho-
graphic Representations for Printed
Words. Frederic Dandurand,
Jonathan Grainger, Stephane Du-
fau, CNRS & Universite de Provence.
Neural networks were trained with back-
propagation to map location-specific letter
identities (letters coded as a function of
their position in a horizontal array) onto
location-invariant lexical representations.
Networks were trained on a corpus of
1179 real words, and on artificial lexica in
which the importance of letter order was
systematically manipulated. Networks were
tested with two benchmark phenomena
- transposed-letter priming and relative-
position priming - thought to reflect flexible
orthographic processing in skilled readers.
Networks were shown to exhibit the desired
priming effects, and the sizes of the effects
were shown to depend on the relative
importance of letter order information for
performing location invariant mapping.
Presenting words at different locations was
found to be critical for building flexible
orthographic representations in these net-
works, since this flexibility was absent when
stimulus location did not vary.

(60)
Aug 03, 15:00–15:20

Lecture Hall A
Holographic String Encoding: An
Integrated Symbolic Connectionist
Approach. Thomas Hannagan, Anne
Christophe, Emmanuel Dupoux,
LSCP . Following an integrated sym-
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bolic/connectionist approach, we apply a
special case of holographic representations
to letter position coding. We translate
different wellknown schemes into this for-
mat, which uses distributed representations
and supports compositional structure. We
show that in addition to these brain-like
characteristics, performances on a standard
benchmark of behavioural effects are im-
proved in the holographic format relatively
to the standard localist one. This notably
occurs because of emerging properties in
holographic codes, like transposition and
edge effects, for which we give formal
demonstrations. Finally we outline the
limits of the approach as well as its possible
future extensions.

(61)
Aug 03, 15:40–16:00

Lecture Hall A
Modeling Fixation Locations in the
Overlap Model of Letter Position
Coding. Pablo Gomez, DePaul Univer-
sity , Manuel Perea, Universitat de Va-
lencia, Roger Ratcliff, Ohio State Uni-
versity . In a recent paper (Gomez, Ratcliff,
& Perea, 2008, Psych.Review), we proposed
the overlap model to account for the pro-
cess of letter position coding. The last ten
years of research has shown that letter iden-
tity and letter position are not integral per-
ceptual dimensions (e.g., “jugde” activates
JUDGE to a large degree). The basic as-
sumption of the model is that letters in the
visual stimulus have distributions over po-
sitions so that the representation of one let-
ter will extend into adjacent letter positions.
In this presentation we show data from ex-
periments in which the fixation point was
manipulated to coincide with different lo-

cations along the string of letters. Results
showed that the location of the fixation had
only marginal effects on subjects’ perfor-
mance, letter position coding was the most
accurate for the first letter regardless of the
location of the fixation. We examine the
implication of this finding for the overlap
model.

(62)
Aug 03, 16:00–16:20

Lecture Hall A
Performance Targets for Models of
Word Naming. James Adelman, Gor-
don Brown, University of Warwick . I dis-
cuss the assessment of models of visual word
recognition using item comparisons. Fac-
torial techniques offer only first-pass test-
ing of models. Simple regression compar-
isons with mega-studies are more stringent,
but offer little insight into model problems.
Error regressions are more stringent still,
and highlight specific mispredictions. These
points are illustrated with implementations
of dual-route theories of word naming. An
even more stringent target for models of
word naming is set using a resampling tech-
nique on new mega-study data with replica-
tions.

(63)
Aug 03, 16:20–16:40

Lecture Hall A
Computational Modelling of Vi-
sual/Anatomical Factors Affecting
Letter Position Coding. Colin Davis,
University of London, Royal Holloway ,
Marc Brysbaert, Lise Van der Hae-
gen, University of Ghent , Samantha
McCormick, University of London, Royal
Holloway . The flexibility with which read-
ers code letter position has been studied
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in recent years by investigating transposed
letter (TL) priming effects (e.g., lexical
decisions to the word JUDGE are faster
following the TL prime ‘jugde’ than fol-
lowing the control prime ‘jupte’; Perea &
Lupker, 2003). In recent work (Van Haegen,
Brysbaert, & Davis, 2009), we examined
how TL priming varied as a function of
fixation position. The anatomical split of
the fovea suggests that the letters on either
side of fixation are projected to different
hemispheres. Projecting the transposed
letters to different hemispheres didn’t
reduce TL priming effects relative to when
the transposed letters were projected to
the same hemisphere (contrary to the late
hemispheric integration account proposed
by Shillcock & Monaghan, 2000). However,
priming increased markedly as a function of
the distance of the transposed letters from
fixation. In the present paper we examine
the ability of computational models of
visual word identification to capture this
pattern of results.

(64)
Aug 03, 09:00–09:20

Lecture Hall B
The Neural Substrate of Deci-
sion Making with Prior Informa-
tion: A Model-Based Analysis.
Birte Forstmann, University of Am-
sterdam, Scott Brown, University of
Newcastle, Gilles Dutilh, University of
Amsterdam, Jane Neumann, Max Planck
Institute, Eric-Jan Wagenmakers, Uni-
versity of Amsterdam. How does the human
brain use prior information to guide sub-
sequent decision making? To address this
question we conducted an experiment in
which people had to decide quickly whether

a cloud of dots moved coherently to the left
or to the right. Cues provided probabilistic
information about the upcoming stimulus.
Behavioral data were analyzed with the
linear ballistic accumulator (LBA) model,
confirming that people used the cue to bias
their decisions. The fMRI data showed that
presentation of the cue activated a corti-
cosubcortical network consisting of RCZ,
OFC, hippocampus, bilateral pre-PMd,
bilateral thalamus, and bilateral putamen.
Directional cues selectively activated the
contralateral putamen. The fMRI analysis
yielded results only when the LBA bias
parameter was included as a covariate,
highlighting the practical benefits of formal
modeling. Together, our results suggest
that the human brain uses prior informa-
tion by increasing cortico-striatal activation
to selectively disinhibit preferred responses.

(65)
Aug 03, 09:20–09:40

Lecture Hall B
Using Neurophysiology to Explore
Discrete versus Continuous Flow
Models of Perceptual Decision Mak-
ing. Braden Purcell, Richard Heitz,
Jeremiah Cohen, Gordon Logan, Jef-
frey Schall, Thomas Palmeri, Van-
derbilt University . Growing evidence sup-
ports an association of specific neural activ-
ity with the accumulation of perceptual ev-
idence to a decision threshold as embodied
in a broad class of psychological models. We
explored the interactions between percep-
tual processing and evidence accumulation
mechanisms and how these might be im-
plemented in the brain. Two distinct pop-
ulations of neurons in the primate frontal
eye field (FEF) are identified with differ-

38



ent stages of decision making: FEF visual
neurons modulate activity to visual stimuli
according to the relevance of objects for a
particular task, while FEF movement neu-
rons trigger a saccade response when activ-
ity reaches a fixed threshold. To explore the
relationship between perceptual processing
(visual neurons) and evidence accumulation
(movement neurons) we used random sam-
ples of recorded visual neuron activity as dy-
namic input to various accumulator models
and tested how well the models accounted
for observed saccade response time distri-
butions. Two groups of models were able
to predict observed behavioral data: mod-
els that assumed leaky integration with a
continuous flow of information and models
that imposed discrete stage-like constraints
through the use of a gating mechanism. We
show that the gated models provide the best
account of observed movement neuron dy-
namics. More generally, this work highlights
the efficacy of combining fits of models to
behavioral data with the use of quantitative
neurophysiological constraints as a model
selection tool.

(66)
Aug 03, 09:40–10:00

Lecture Hall B
Does the Human Medial Temporal
Lobe Maintain a Gradually-Changing
Representation of Temporal Con-
text? Marc Howard, Syracuse Univer-
sity , Indre Viskontas, UCSF , Karthik
Shankar, Syracuse University . A fully sat-
isfactory model of cognition will not only
provide a concise and elegant model of cog-
nitive performance, but also a description
of the neural computations that underlie
that cognition. The temporal context model

(TCM) describes the behavior of a tem-
poral context vector that is hypothesized
to serve as the cue for episodic memory.
We reanalyze neuronal data from a contin-
uous recognition task performed by epilep-
tic patients (Viskontas, et al., 2006). We
measured the similarity among ensembles of
simultaneously-recorded neurons. We find
that the ensembles change gradually over
time, both on the scale of seconds and on
the scale of minutes. The ensembles distin-
guish categories of stimuli (faces vs places)
as well as individual stimuli from a cate-
gory to other members of a category. The
tendency for ensembles to reinstate prior
states when an item is repeated, i.e., re-
trieved temporal context, is examined. We
compare our results to explicit simulations
from TCM.

(67)
Aug 03, 10:00–10:20

Lecture Hall B
Reconstructing Stimulus- and
Response-Related Components
in Neural Recordings with Arbi-
trary Reaction Time Distributions.
Jun Zhang, University of Michigan.
When a neural signal (single neuron activ-
ity, ERP waveform, fMRI activation, etc)
is being recorded as the animal/human
subject performs a behavioral task, one
need to ascertain the relative contributions
towards such recorded signal from stimulus
encoding/analysis, response prepara-
tion/execution, and the decision that
translates a stimulus into a response. The
presence of trial-by-trial variability in reac-
tion time (RT) seems to add another level
of complexity in data analysis, since often it
is the ensemble average of neural recordings
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that is behaviorally interpretable. Here, I
describe a technique that takes advantage
of the existent of an RT distribution to
uniquely recover a stimulus-locked and a
response-locked component in the recorded
neural activity. Applying this technique
to ERP data clarifies a long-standing
debate in ERP literature concerning the
so-called P3 anteriorization phenomenon
for Go/Nogo tasks.

(68)
Aug 03, 10:20–10:40

Lecture Hall B
Random Effects Analysis of Graphi-
cal Models. Lourens Waldorp, Uni-
versity of Amsterdam, Ingrid Christof-
fels, Leiden University , Vincent van
de Ven, Maastricht University . Graphical
models can be used to model interesting re-
lationships in behavioral science: social in-
teractions, brain areas, relations between
symptoms in clinical psychology. Specifi-
cally, ancestral graphs are appealing to ap-
ply in the behavioral sciences because they
allow different kinds of relationship within
a single graph. An ancestral graph allows a
directed connection, an undirected connec-
tion, and a bidirected connection. Further-
more, ancestral graphs allow for the pos-
sibility that some important variables are
unmeasured. In many applications of an-
cestral graphs, however, there is interest in
inference at both the individual and group
level. For example, in functional MRI, data
is available at the individual level but infer-
ence is often sought at the group level. We
developed a method for fMRI data to deter-
mine an ancestral graph for each individual
and then use a random effects analysis to in-
fer graphical properties at the group level.

For this to work we derived the limiting dis-
tribution of the estimated parameters of the
ancestral graph at the level of the individ-
ual. Then we used these properties to devise
a multivariate test on the connections of the
ancestral graph at the group level. Monte
Carlo simulations show that the statistical
properties of the test are quite accurate. We
have applied the method to fMRI data from
an auditory task in which subjects were re-
quired to monitor their own speech while
listening to varying degrees of noise.

(69)
Aug 03, 11:00–11:20

Lecture Hall B
Modeling Bistable Visual Illusions
via Nonlinear Dynamics Principals.
Daniel Repperger, Katheryn Farris,
Air Force Research Laboratory . Visual il-
lusions, which occur, for example, in
the Necker Cube, are sometimes termed
‘bistable’ since the perception will be that
an object may be in one of two possible vi-
sual scenarios. The Necker Cube sheds light
on how the human visual system may work,
indicating that two distinct and equally pos-
sible interchangeable states may exist. Cor-
respondingly, in nonlinear dynamics, a class
of certain problems can be characterized as
a solution of the bipotential well problem
containing two stable equilibrium points.
One of the popular solutions of the bipoten-
tial well problem produces an effect termed
Stochastic resonance (SR). Known in non-
linear dynamics, this principal can explain
enhanced sensitivity not normally realized
by linear systems and is ubiquitous in na-
ture. In this paper, recent advances in the
theory of SR have shown the relationship
of solutions with this effect to a super crit-
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ical pitchfork bifurcation. This indicates a
dynamical solution on the brink of chaos.
The two stable states of an SR system are
interlaced between an unstable fixed point.
Using the model of SR as an explanation
of certain illusions which occur in the hu-
man visual system is explored both within a
mathematical context and a visual percep-
tion paradigm. The interpretation of the
model’s responses can be related to some
interesting analogs to the visual mispercep-
tion problem in a physical sense.

(70)
Aug 03, 11:20–11:40

Lecture Hall B
Complementarity in Bistable Per-
ception: the Necker-Zeno Model.
Harald Atmanspacher, Thomas Filk,
Institute for Frontier Areas of Psychology,
Freiburg . The concept of complementarity
has been defined in an axiomatic frame-
work generalizing the quantum mechani-
cal axioms for states and observables to
systems involving non-commutative opera-
tions. In this framework, a novel approach
to understand the bistable perception of
ambiguous stimuli has been achieved, where
the dynamics of the switch between differ-
ent representations of a stimulus (e.g., the
Necker cube) is complementary to the pro-
cess of observation of these representations.
The corresponding Necker-Zeno model, re-
ferring to mental states and observables
as well as their dynamics, is in agreement
with experimental data for (1) the dwell
time distributions (inverse reversal rates)
in bistable perception and (2) the depen-
dence of dwell times on off-times if stim-
uli are presented discontinuously. Finally,
we speculate about the possibility to formu-

late temporal Bell inequalities for this sce-
nario. Their violation would imply evidence
for fundamentally non-classical behavior in
mental systems.

(71)
Aug 03, 11:40–12:00

Lecture Hall B
Are Psychophysical Scales of Intensi-
ties the Same or Different when Stim-
uli Vary on Other Dimensions?: The-
ory. Duncan Luce, Louis Narens,
Ragnar Steingrimsson, University of
California, Irvine. Narens (1996) proposed
a theory of loudness for a single frequency
that made two predictions which were eval-
uated empirically by Ellermeir & Faulham-
mer (2000). One, a commutativity prop-
erty, was confirmed, but the other a mul-
tiplicative prediction was not. Luce (2004)
pointed out if one dropped the assumption
that a signal is matched by a second signal
of the same intensity generalized the theory
sufficiently to account for the data. Stein-
grimsson & Luce (2005a,b, 2006, 2007) con-
firmed that account for loudness holds quite
well. Narens (2006) raised a related issue: is
it plausible to think of the loudness scales at
different frequencies are all the same scale,
and argued, using abstract algebraic reason-
ing, that for this to be true a certain cross
frequency version of commutativity must be
satisfied. This talk shows, using elementary
algebra, the same prediction follows from
Luce’s representation. A second talk reports
data on the topic.

(72)
Aug 03, 12:00–12:20

Lecture Hall B
Are Psychophysical Scales of Inten-
sities the Same or Different when
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Stimuli Vary on Other Dimensions?:
Experiments, Results, and Exten-
sions. Ragnar Steingrimsson, Dun-
can Luce, Louis Narens, University of
California, Irvine. Narens (2006) suggested
that various subjective intensity scales
might be viewed as deriving from a com-
mon ratio scale. We studied Naren’s idea in
the context of Luce’s (2002, 2004) theory of
global psychophysics in which testable be-
havioral properties are derived. These be-
havioral properties’ holding is equivalent to
different judgments being made on a com-
mon scale. (Luce describes this theory at
the current meeting). The central prop-
erty is a modified form of Narens’ (1996)
commutativity property. This talk reports
an auditory evaluation of it in which re-
spondents make magnitude productions of
the loudness of tones varying in frequency
(pitch). Data so far collected show that
for 4/4 respondents, two intensity condi-
tions, and two frequencies their judgments
are consistent with the hypothesis that each
individual has a common loudness scale in-
dependent of frequency. More complete re-
sults will be presented for several frequen-
cies and intensities, as well as several empir-
ical approaches, each providing supplemen-
tary information about respondents’ behav-
ior. We also review extensions of the work
to brightness and hue, as well as evaluating
judgment scales in a cross modal and inter-
personal context.

(73)
Aug 03, 14:00–14:20

Lecture Hall B
On the Measurement of Latent Traits.
Jürgen Heller, University of Tübingen.
The assumption of the existence of a uni-

dimensional scale measuring a latent trait
is at the heart of many psychometric mod-
els. Measurement theory offers the means
for justifying this assumption and for reveal-
ing the type of measurement of the latent
trait they provide. The epistemological sta-
tus of basing measurement on the solution
probabilities is discussed. Elaborating on
previous work concerning the representation
and uniqueness of the Rasch Model and the
Birnbaum Model new results are presented
and their impact is illustrated. Issues cov-
ered include the dimensionality of the la-
tent trait (as well as that of the item scales),
and re-framing specific objectivity in terms
of meaningfulness.

(74)
Aug 03, 14:20–14:40

Lecture Hall B
Why the Interval Level Unparadoxi-
cally Goes Poof in the Guttman-Rasch
Paradox. Annemarie Zand Scholten,
University of Amsterdam. Recently, quanti-
tative measurement in Item Response The-
ory was questioned because it seems based
on a paradox concerning error and precision
(Michell, 2008). The Rasch model is said
to ensure interval level measurement. Now
if precision increases in Rasch items they
become Guttman items, losing their quan-
titative properties. This means adding er-
ror improves precision. A paradoxical re-
sult which seems a good reason to doubt
the claim of interval level measurement.
However, this argument is invalid on three
counts. We will present two simulations and
an analysis of the adherence of both models
to the axioms of additive conjoint measure-
ment to support our objections, which are
as follows. First, there are well-known sit-
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uations where error, very unparadoxically,
improves precision. Second, considering a
change in precision misrepresents the para-
dox and unneccesarily complicates the is-
sue. The relevant change concerns measure-
ment level and not precision. Third, error
is not the cause of change in measurement
level, the jump from a discontinuous to a
continuous model is. These three objec-
tions lead us to conclude that the Guttman-
Rasch paradox cannot serve as an argument
against the claim of interval level by the
Rasch model, moreover, the paradox itself
disappears when the relevant cause and ef-
fect are considered.

(75)
Aug 03, 14:40–15:00

Lecture Hall B
Integrating Jnds to Recover anAffine
Representation for Discrimination
Probabilities. Geoffrey Iverson,
University of California, Irvine, Yung-
Fong Hsu, National Taiwan University ,
Chris Doble, Aleks Corporation USA.
The theory of psychophysical discrimina-
tion has its origins in Fechner’s method
of integrating jnds (just noticeable dif-
ferences). In modern terminology and
notation, if Px,y = F (u(x)− u(y)) is a sub-
tractive representation for discrimination
probabilities Px,y and if ξπ(y) = y + ∆π(y)
are the corresponding sensitivities [that
is Px,y = π ⇐⇒ x = ξπ(y)], then
the function u(x) can be recovered by
integration:

u(x)− u(y) = lim
π→1/2

∫ x

y

F−1(π)

∆π(t)
dt

Data do not always support a subtractive
representation however. Perhaps the sim-

plest generalization of a subtractive repre-
sentation is provided by an affine represen-
tation for the discrimination probabilities:

Px,y = F

(
u(x)− u(y)

σ(y)

)
We show that both scales u(x), σ(x) can be
recovered by integrating jnds.

(76)
Aug 03, 15:00–15:20

Lecture Hall B
The Analytic Hierarchy Process and
the Theory of Measurement. Michele
Bernasconi, Universita di Venezia,
Christine Choirat, Universidad de
Navarra, Raffaello Seri, Università
degli Studi dell’Insubria. The Analytic
Hierarchy Process or AHP (Saaty 1977,
1980) is a decision-making procedure for
establishing priorities in multi-criteria
decision making. As often stated by its
supporters, underlying the AHP is the
theory of ratio-scale measures developed by
psychophysicist Stanley S. Stevens (1946,
1951) in the middle of the last century. It is
however well-known that Stevens’ original
model was flawed in various respects. We
reconsider the AHP in light of the mod-
ern theory of measurement based on the
so-called separable representations (Narens
1996, Luce 2002). We provide various
theoretical and empirical results on the
extent to which the AHP can be considered
a reliable decision-making procedure in
terms of the modern theory of subjective
measurement. In particular, we propose
some approximations of the distortion in
Saaty’s eigenvector as a function of the
parameters of the separable representations
and we apply them on data from an
experiment with 69 individuals.
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(77)
Aug 03, 15:40–16:00

Lecture Hall B
On Unequal Variance and Mixture
Extensions of Signal Detection The-
ory: Theoretical and Statistical Notes.
Lawrence DeCarlo, Columbia Univer-
sity . Basic results for conditional means and
variances, as well as distributional results,
are used to clarify similarities and differ-
ences between the unequal variance exten-
sion of signal detection theory (SDT) and
related extensions. It is shown that a re-
cently presented motivation for the unequal
variance SDT model (variable encoding) ac-
tually leads to a related, yet distinct, model;
the related model has a random slope and is
a generalized linear mixed model (GLMM).
Some interesting conceptual and statistical
results that follow from the GLMM ver-
sion of the model are noted. Some well
known results are shown to raise interpre-
tive problems for both the unequal vari-
ance SDT model and the GLMM version
of it. A mixture extension of SDT, on the
other hand, offers a simple account of the
results. Mixture SDT also unifies results
found across several types of studies, such
as simple recognition and source discrimina-
tion, whereas the results are problematical
for both the unequal variance SDT model
and the GLMM version of it. It is shown
that the mixture SDT model can be viewed
as a model with a random slope, but the
slope parameter is categorical rather than
continuous. The mixture model introduces
a latent categorical variable that can be in-
terpreted as reflecting a moderating effect
of attention on perception.

(78)

Aug 03, 16:00–16:20
Lecture Hall B

Toward a Theory of Identification
with Dimensional Face Spaces: Ex-
tended General Recognition Theory.
Lei Pei, James Townsend, Indiana Uni-
versity . Most physical object spaces perti-
nent for human perception and cognition
are of infinite dimension. Faces are a good
example. Townsend and colleagues have
developed infinite-dimensional Riemannian
spaces and shown how to build metrics in
such spaces. In face recognition, it might be
the case that a perceived face with noise will
be compared with the memory representa-
tions where the similarity between them is
a random variable associated with a cer-
tain probability distribution. This paper
seeks to extend previous work by building
up the mathematical and psychological the-
oretical foundation to determine the distri-
bution of the similarity random variable.
While General Recognition Theory (GRT;
Ashby & Townsend, 1986) has been devel-
oped to investigate the issue of indepen-
dence between finite dimensions of percep-
tion by using probability distribution func-
tions over signals and noise, it is the goal
in this paper to assemble the minimal ma-
chinery required for perceptual identifica-
tion (recognition) and thereby to extend
GRT to infinite-dimensional face spaces.

(79)
Aug 03, 16:20–16:40

Lecture Hall B
What Makes Face Recognition Holis-
tic: Insight (or not) From Mod-
els and MSDA. Jennifer Richler,
Michael Mack, Isabel Gauthier,
Thomas Palmeri, Vanderbilt University .
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General Recognition Theory (GRT; Ashby
& Townsend, 1986) distinguishes holism
in perceptual representations (violations of
perceptual separability or perceptual inde-
pendence) from holism in the decision pro-
cess (violations of decisional separability).
One method used to draw conclusions about
GRT constructs is Multidimensional Sig-
nal Detection Analysis (MSDA; Kadlec &
Townsend, 1992). Recent work using MSDA
showed that holistic processing of faces is
decisional, not perceptual (Richler et al.,
2008; Wenger & Ingvalson, 2002). We
analyzed predictions made by a model of
face recognition (Dailey & Cottrell, 1999).
MSDA does not report a perceptual viola-
tion, despite the fact that internal analyses
of the perceptual space used by the model
corresponds to a perceptual violation known
as mean-shift integrality. By itself, this is
not surprising, as mean-shift integrality is
a special case that is known to be unde-
tectable by MSDA (Maddox, 1992). How-
ever, what was unexpected is that MSDA
erroneously concluded that there were deci-
sional violations when the model explicitly
assumes decisional separability. Not only
did MSDA fail to detect the perceptual vio-
lation, but it misattributed a perceptual ef-
fect to a decisional source. Subsequent sim-
ulations tested the ability of MSDA to re-
cover the appropriate GRT violations from
simulated data where the perceptual space
and decision bounds were known. While
inferential limitations of MSDA are well
known, we demonstrate several cases where
MSDA does not simply fail to detect vi-
olations that are present, but draws erro-
neous conclusions about violations that are
not present.

(80)
Aug 03, 09:00–09:20

Lecture Hall C
A Simple Stopping Rule for Cogni-
tively Diagnostic Computer Adaptive
Assessments. Alan Huebner, Xiang
Wang, Sung Lee, ACT Inc. Cognitive di-
agnosis models are relatively new psychome-
tric models that classify examinees as hav-
ing mastered or not mastered a set of dis-
cretely defined skills. Though researchers
have begun to apply this methodology to
computerized adaptive testing (CAT) situ-
ations, one topic that has not been discussed
is a stopping rule for cognitively diagnostic
CAT. In the interest of test security, vari-
able length CAT assessments generally aim
to administer a minimal number of items to
each examinee and terminate according to
a predefined stopping rule. Standard item
response theory CAT stopping rules such as
the sequential probability ratio test do not
apply to cognitive diagnosis where exami-
nees are classified into latent classes rep-
resenting the mastery status of a group of
skills. We propose a simple stopping rule for
cognitively diagnostic variable length CAT
exams. After the administration of a prede-
termined number of items the examinee is
classified into an interim skill mastery pat-
tern, and Bayes factors are computed com-
paring the evidence in favor of the interim
pattern to all other possible patterns. If the
evidence in favor of the interim classifica-
tion is below a predefined level B, another
item is administered, and the process re-
peats until all Bayes factors are greater than
B. The performance of the stopping rule,
judged by its efficiency and correct classi-
fication rates compared to a fixed length
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exam, is investigated for the Deterministic
Input, Noisy-And (DINA) model through
simulations programmed in the statistical
software environment R.

(81)
Aug 03, 09:20–09:40

Lecture Hall C
The G-DINA Model: A General
Framework for Cognitive Diagnosis
Modeling. Jimmy de la Torre, Rut-
gers, The State University of New Jersey .
The paper presents the G-DINA (general-
ized deterministic inputs, noisy and gate)
model as generalization of the DINA model.
As a general model, it has more relaxed as-
sumptions and, in its saturated form, and
is equivalent to other general cognitive di-
agnosis models (CDMs) formulated based
on alternative link functions. When appro-
priate constraints are applied, several com-
monly used CDMs can be shown to be spe-
cial cases of these general models. However,
unlike other general CDMs, the G-DINA
model is more than an alternative model
specification, it is a general CDM framework
that includes a component for model esti-
mation based on design and weight matri-
ces, and a component for hypothesis testing
based on the likelihood-ratio (LR) and Wald
tests. Simulated data are used to demon-
strate the extent to which the expectation-
maximization algorithm developed for the
framework can accurately estimate the pa-
rameters of the G-DINA model, and sev-
eral of its reduced models. In addition, the
same data are used to document the power
of the LR and Wald tests in rejecting differ-
ently specified models under various condi-
tions. An illustration using real data is also
presented. Finally, the paper concludes by

discussing several potential applications and
implications of the proposed framework.

(82)
Aug 03, 09:40–10:00

Lecture Hall C
Robustness and Power of the LRT
to test the LLTM against the RM.
Rainer Alexandrowicz, Alpen-Adria-
Universität Klagenfurt . One important
way to assess fit of the Linear Logistic
Test Model (LLTM) is to test it against
the Rasch Model (RM) by means of a
Likelihood Ratio Test (LRT). But practical
application shows this LRT to become
significant rather easily. This raises the
question of whether it either lacks robust-
ness (i.e. fails to maintain the chosen
niveau alpha) or is overly powerful to
even slightest - and therefore irrelevant
- deviations of model assumptions. By
means of a simulation study (performed
with R) we could identify situations where
the LRT reproducibly showed non-robust
results. Further, we assessed the power
of the test to detect model deviations of
varying degree and under several sample
sizes.

(83)
Aug 03, 10:00–10:20

Lecture Hall C
The Partial Credit for the Rank of the
Correct Alternative. Timo Bechger,
Gunter Maris, Cito. Scoring the answer
to a multiple-choice items by simply regis-
tering whether the chosen alternative was
correct is wasteful of information. We ob-
tain richer data when we change the instruc-
tion and ask respondents to rank order the
alternatives. We will demonstrate that a
partial credit model can be used for the po-
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sition of the correct alternative. This result
follows when it is assumed that the answer
is found by a series of paired-comparison ex-
periments. Independence between the com-
parisons lead to a special case of the partial
credict model.

(84)
Aug 03, 10:20–10:40

Lecture Hall C
Classification Accuracy and Consis-
tency of Decisions Based on Multiple
Tests Using Item Response Theory.
Peter van Rijn, Huub Verstralen,
Anton Beguin, Cito. In psychological and
educational testing, there are many situa-
tions in which important decisions are made
on the basis of a person’s scores on a multi-
tude of tests. A decision rule is typically
applied to the scores on relevant tests to
produce a classification, e.g. a diagnosis,
or pass or fail. In this paper, existing meth-
ods are extended and scrutinized to assess
the accuracy and consistency of such clas-
sifications in the situation of multiple tests.
That is, the extent to which observed classi-
fications agree with true and repeated clas-
sifications (Lee, 2008). The investigation is
performed by referring to item response the-
ory (IRT). IRT provides a unified statisti-
cal framework of models and procedures to
analyse psychological and educational tests
at the level of items as well as tests, and
both persons and populations. By mak-
ing use of the partial credit model (Mas-
ters, 1982; Verhelst & Verstralen, 2008) in
combination with the multivariate normal
distribution, methods are described to es-
tablish classification accuracy and consis-
tency. A study is performed to compare
the classification accuracy and consistency

of conjunctive, complementary and compen-
satory decision rules. The study is set up to
resemble the system of final examinations
in secondary education in the Netherlands.
Preliminary findings indicate that compen-
satory decision rules outperform conjunc-
tive and complementary decision rules, and
that a resit leads to a substantial decrease of
false negatives. Issues such as IRT model fit,
the role of information, the effect of group
differences, and test fairness are discussed.

(85)
Aug 03, 11:00–11:20

Lecture Hall C
Switch Costs in Working Mem-
ory Updating - A Tale of Two
Foci. Ullrich Ecker, Stephan
Lewandowsky, University of Western
Australia, Klaus Oberauer, University
of Zurich. Working memory updating
refers to the ability to maintain accu-
rate representations of information that
changes over time. This comprises the
online transformation of information. We
investigated this ability in an updating
task requiring the repeated transformation
and ongoing memorisation of three single
letters presented in individual frames.
We orthogonally manipulated two factors
across updating steps: (a) whether or not
transformation initially required retrieval
of the to-be-transformed information from
memory and (b) whether or not the result
of the transformation was used to substi-
tute current memory content. Multilevel
regression modelling suggested that the
recurring transformation of multiple pieces
of information concurrently held in working
memory involves two distinct types of
shifting. The focus of attention needs
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to be shifted whenever there is a frame
switch. That is, these switching costs
arise whenever spatial attention needs to
be moved to a different frame location
between updating steps. In contrast, the
focus of memory needs to be shifted when-
ever updating involves (a) the retrieval of
to-be-transformed information or (b) the
substitution of current memory content
with the outcome of a transformation.
That is, these switching costs only evolve
if currently held memory content is being
actively processed. Finally, a structural
equation model will be presented that
looks at interindividual covariation between
these distinct types of switching costs and
working memory capacity.

(86)
Aug 03, 11:20–11:40

Lecture Hall C
Models for Multi-Trial Free Re-
call. Donald Laming, University of
Cambridge. Envisage that the same list of
words is presented repeatedly with a free re-
call requested after each presentation. This
paper proposes models for both the increase
in number of words recalled and in the de-
velopment of the serial position curve over
successive iterations. The model for the
number of words recalled is a simple devel-
opment of the fundamental equation for the
Total Time Hypothesis; briefly, m succes-
sive presentations of the same list of words
increases the total time of presentation in
strict proportion, and the increase in mean
recall follows directly therefrom. The model
for the development of the serial position
curve supposes that each set of recalls is
written into memory and is available for re-
trieval at the next recall. Word j is recalled

at that next recall, either if it is retrieved
from the record of the previous recall, or
if it is retrieved from the intervening re-
presentation of the list. These models are
embedded in the theory set out in Laming
(2009) and are illustrated with data from
Tulving (1962) and from Klein, Addis and
Kahana (2005).

(87)
Aug 03, 11:40–12:00

Lecture Hall C
Bayesian Analysis of Retention
Functions: What You See De-
pends on Where You View it From.
Lee Averell, Andrew Heathcote,
Scott Brown, University of Newcastle.
The quantitative form of forgetting has
been studied for over 100 year without
adequate resolution. In fact the field is
still so far from consensus that it has been
suggested that no such lawful description
exists (Rodiger, 2008). Another view is
that consensus has been clouded by data
analysis problems, particularly averaging
data over participants, low power and
accounting for differing degrees of flexibility
amongst candidate functions. Recent
advances in Bayesian analysis techniques
(Shiffrin, Lee, Kim & Wagenmakers, 2008)
allow these issues to be resolved. We
analyse to two classic data sets Rubin,
Hinton and Wenzel (1999) and Wixted and
Ebbesen (1991) and two new data sets with
large numbers of observations per retention
interval for each participant at each of
three levels, an individual participant
level, a subject based hierarchical level
and a population based hierarchical level
(cf. Vaida & Blanchard, 2005). We show
that the failure to resolve the question of
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the most adequate quantitative form of
forgetting may be because different levels of
analysis could lead to differing conclusions.

(88)
Aug 03, 12:00–12:20

Lecture Hall C
Mathematical Analysis of the Effects
of Averaging Learning or Forgetting
and Curves. Jaap Murre, University
of Amsterdam. Learning performance im-
proves with practice and some claim it fol-
lows the so-called ‘Power Law of Learning’.
Similarly, forgetting may follow a power
function. It has been shown on the basis of
extensive simulations that such power laws
may emerge as artifacts through averaging
functions with other shapes. We present
mathematical proofs that power functions
will indeed emerge as a result of averaging
over exponential functions, if the distribu-
tion of learning rates follows a gamma, beta,
normal distribution, or certain other dis-
tributions. Further analyses and computer
simulations give insight into when this may
be a problem in practice. Averaging over
certain non-exponential functions will also
be discussed. In most cases, averaging tends
to transform the individual curves. Even if
the shape is retained, the parameters tend
to be altered. This work, thus, extends ear-
lier computational research and may offer
new ways to infer the true shape of learning
and forgetting.

(89)
Aug 03, 14:00–14:20

Lecture Hall C
Estimating Structural Equation
Models with Non-normal Vari-
ables by Using Transformations.
Kees Van Montfort, VU University

Amsterdam. We discuss structural equation
models for non-normal variables. In this
situation the maximum likelihood and
the generalized least-squares estimates of
the model parameters can give incorrect
estimates of the standard errors and the
associated goodness-of-fit chi-square statis-
tics. If the sample size is not large, for
instance smaller than about 1000, asymp-
totic distribution free estimation methods
are also not applicable. This paper assumes
that the observed variables can be trans-
formed to normally distributed variables.
The non-normally distributed variables will
be transformed with a Box-Cox function.
Estimation of the model parameters and
the transformation parameters will be
done by the maximum likelihood method.
Furthermore, the test statistics (i.e. stan-
dard deviations) of these parameters are
derived. This makes it possible to show the
importance of the transformations. Finally,
an empirical example is presented.

(90)
Aug 03, 14:20–14:40

Lecture Hall C
Cointegration Methodology - a
Useful Multivariate Tool for Psy-
chological Process Research?
Esther Stroe-Kunold, Tetiana
Stadnytska, University of Heidelberg .
Time series analysis has gained an in-
creasing scientific interest in social and
behavioural sciences during the last decade.
The systemic psychological perspective
suggests that many processes are mutually
interconnected forming a dynamic system.
Multivariate methods appropriately mod-
elling human dynamics are required. As a
considerable number of psychological time
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series is non-stationary, their mathematical
pre-transformation into stationary series is
usually necessary. This implies a loss of
information inherent in the process. Engle
and Granger (1987) introduced the cointe-
gration approach where non-transformed
non-stationary time series can be treated
as a multivariate system. In cointegrated
systems non-stationary processes are con-
nected by a stationary long-run equilibrium
relationship. Temporal deviations from
this equilibrium due to developmental
changes (i.e. stochastic trends) can be
captured by means of error-correction
models. These representations of cointe-
grated processes simultaneously model the
long-run equilibrium and the short-term
dynamic of adjustment, i.e. a part of
the disequilibrium arising in one period is
corrected in the next period. Thus, past
disequilibrium serves as explanatory vari-
able in the dynamic behaviour of current
variables. Based on research by means of
Monte Carlo simulations, the presentation
aims at demonstrating in which way these
models and their extensions (i.e. fractional
cointegration) offer flexible techniques for
analysing dynamic process-systems. Com-
peting and related multivariate approaches
are discussed. An empirical psychological
example illustrates the performance of
cointegration methods in a typical research
situation.

(91)
Aug 03, 14:40–15:00

Lecture Hall C
Additive Factors and Stages of Men-
tal Processes. Richard Schweickert,
Purdue University , Donald Fisher, Uni-
versity of Massachusetts , William Gold-

stein, University of Chicago. To perform
a task a subject executes mental processes.
An experimental manipulation, such as a
change in response difficulty, is said to se-
lectively influence a process if it changes the
duration of that process leaving other pro-
cess durations unchanged. A technique for
analyzing reaction times, Sternberg’s Addi-
tive Factor Method, assumes all the pro-
cesses are in series. When all processes are
in series, each process is called a stage. With
the Additive Factor Method, if two experi-
mental factors selectively influence two dif-
ferent stages, the factors will have additive
effects on reaction time. An assumption of
the Additive Factor Method is that if two
experimental factors interact, then they in-
fluence the same stage. We consider pro-
cesses in which some pairs of processes are
sequential and some are concurrent (i. e.,
the processes are partially ordered). We
propose a natural definition of a stage for
such processes. For partially ordered pro-
cesses, with our definition of a stage, if
two experimental factors selectively influ-
ence two different processes, each within a
different stage, then the factors have addi-
tive effects. If each selectively influenced
process is in the same stage, then an inter-
action is possible, although not inevitable.

(92)
Aug 03, 15:00–15:20

Lecture Hall C
Correct Statistical Inferences using
Misspecified Models with Miss-
ing Data with Application to
the Learner’s Perceptions Survey.
Richard Golden, University of Texas,
Dallas , Steven Henley, Martingale
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Research Corporation, Halbert White,
University of California, San Diego,
Michael Kashner, Department of
Veterans Affairs . A unified asymptotic
statistical theory is presented for making
reliable statistical inferences for a large
class of possibly misspecified regression
models (e.g., linear, nonlinear, and categor-
ical regression) with ignorable missing data
mechanisms. The theory also handles mis-
specification of the missing data mechanism
so that asymptotic inferences are reliable
for non-ignorable response data (i.e., Miss-
ing Not At Random or MNAR) statistical
environments. In this talk, we review new
theorems establishing the consistency and
asymptotic normality of maximum likeli-
hood estimates for possibly misspecified
probability models within MNAR missing
data statistical environments. Simulation
results are provided to illustrate the rele-
vance of the large sample approximations.
Next, the theory is applied to a current
problem in health care resource allocation:
The Learner’s Perceptions Survey (Dept.
of Veterans Affairs) which contains 18,000
survey records from sampled residents
rotating through VA medical centers in
2001-2007.

(93)
Aug 03, 15:40–16:00

Lecture Hall C
Mathematics, Perception and the
Visual Arts: New Perspectives.
Daniel Graham, Daniel Rockmore,
Dartmouth College. Mathematics has long
informed visual art, from discovery of the
Golden Ratio to the rise of linear perspec-
tive and beyond. Perceptual psychology,
too, has influenced artwork, with ideas such

as color opponency. Today, all three fields
can be combined to advance the study of
visual perception. In this paper, we survey
an emerging body of techniques for mathe-
matical analysis of art. We discuss results
from analyses of diverse collections of paint-
ings, and we describe implications for hu-
man visual coding and perception. Find-
ings include: (1.) Spatial frequency spec-
tra of paintings and natural scenes are sim-
ilar, even for abstract painting. Given cur-
rent understanding of efficient coding in the
early visual system, this similarity can be
seen as an influence of neural coding on the
fundamental structure of human artwork.
(2.) Statistics of features such as wavelets
and sparse filters are useful discriminants
of artistic style, and they can be used to
assign likely dates to undated works (3.)
Higher-order statistics of luminance distri-
butions, along with spatial frequency spec-
tra, can predict human judgments of sim-
ilarity for art surprisingly well. This and
other evidence suggests that variations in
these statistics could be extracted in the
visual stream in order to make such judg-
ments. (4.) As in retinal coding, nonlin-
ear functions are required to transform typ-
ical luminances in natural scenes into the
smaller range available in paintings. For our
tests of van Gogh works, this function is an
inverted sigmoid. Together, this work shows
how mathematical analysis of artwork can
further our understanding of vision. These
findings also have bearing on the worlds of
art and mathematics.

(94)
Aug 03, 16:00–16:20

Lecture Hall C
Compression of Natural Fourier Im-
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ages. Thomas Wickens, Karen De-
Valois, University of California, Berkeley .
A natural image f(x, y) can be transformed
to Fourier amplitude and phase components
A(f, θ) and φ(f, θ) with respect to an ori-
gin (x0, y0). We investigate schemes for
compressing the information this image in
perceptually plausible ways. We use the
entire image, not arbitrary patches (e.g.,
JPEG compression). Examination of nat-
ural images has shown that the amplitude
spectrum has roughly the form A(f, θ) ≈
A(θ)fα(θ), where α(θ) ≈ −1. We represent
this tent-like function by giving A(θ) and
α(θ) simple polynomial or harmonic forms,
thereby reducing this aspect of the image
to a handful of parameters, and see how
well the image can be reconstructed. The
phase function φ(f, θ) has no such simple
functional form, but can be compressed by
descretizing its values.

(95)
Aug 03, 16:20–16:40

Lecture Hall C
Facial Perception as a Configural Pro-
cess. Devin Burns, Lei Pei, Joseph
Houpt, James Townsend, Indiana Uni-
versity . Configural or gestalt processing are
general terms given to phenomena where
the whole is different from the sum of its
parts. Here we explore these phenomena
through face perception, a known configu-
ral process. In this experiment, subjects are
presented with a split face recognition task
with manipulations on the presence or ab-
sence and the salience of each half, the fa-
mous ‘composite face design’. It is one of a
number of perceptual experimental designs
based on selective attention and the pres-
ence or absence of interference expressed in

RT or accuracy. We performed a replica-
tion of this task and then added a design
based on divided attention. Systems facto-
rial technology is employed to draw conclu-
sions regarding architecture, stopping rule,
capacity and independence.

(96)
Aug 04, 09:00–09:20

Lecture Hall A
A Hierarchical Bayesian Account of
‘Learning to Learn’. Charles Kemp,
Carnegie Mellon University . Children face
a seemingly endless string of learning tasks
over the course of their cognitive develop-
ment. Word learning, for example, can be
viewed as a long sequence of problems where
each problem requires an inference about
the meaning of an individual word. Se-
quences of this kind provide an opportu-
nity for ‘transfer learning’ or ‘learning to
learn’, where inferences about each indi-
vidual problem are accelerated by discover-
ing and exploiting common elements across
problems. I will suggest how a hierarchical
Bayesian approach can help to account for
transfer learning, and will include examples
related to word learning, categorization and
inductive reasoning.

(97)
Aug 04, 09:20–09:40

Lecture Hall A
Connectionist Perspectives on the De-
velopment of Category Learning Abil-
ities. Bradley Love, University of
Texas, Austin. A variety of brain-inspired
connectionist models successfully account
for how infants and young children acquire
categories. Some of these mechanistic mod-
els provide compelling accounts of what
changes over development. However, one
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major challenge in model evaluation is that
a wide array of mechanisms account for
the same basic findings. Although inter-
nally sound and well-motivated, key devel-
opmental studies lack sufficient structure
for their findings to adjudicate among com-
peting models. One possible way forward
is to construe development broadly as a
process that occurs from birth to death.
According to this view, successful models
of development do not simply account for
the behavior of infants and young children,
but also account for the behavior of adults
and the elderly. Introducing these con-
straints rules out a number of possible mod-
els. Additionally, consideration of the re-
lationship between model mechanisms and
learning systems in the brain offers a wealth
of constraints and suggests boundaries on
the types of behaviors a model should and
should not be expected to address. Fi-
nally, looking beyond connectionist mod-
els, I suggest that these same problems dog
other approaches to addressing developmen-
tal change, such as Bayesian approaches
to development (e.g., For a task, are peo-
ple Bayesian, nearest neighbor, or both?).
One possible advantage of mechanistic ap-
proaches (e.g., connectionist approaches) is
the possibility of incorporating constraints
related to performance and instantiation in
the brain.

(98)
Aug 04, 09:40–10:00

Lecture Hall A
Learning Models Show How
Stimulus Similarity Differentially
Affects the Learning Process.
Maartje Raijmakers, University of
Amsterdam. In this contribution we present

a methodology to detect how the similarity
structure of exemplars in a category-
learning task affects the learning process.
The main goal is to analyze qualitative
differences between human children of
different ages in comparison with human
adults and infrahumans, in terms of stages
that are underlying their learning process,
thereby taking into account possible intra-
individual and inter-individual differences
within and between species and age groups.
To this end, we apply a latent variable
technique of latent Markov analysis to
model the trial-by-trial time series of
accuracy scores (Wickens, 1982). As
opposed to more standard applications of
latent Markov models, the defined Markov
models take the sequence of learning stim-
uli into account. This makes it possible
to distinguish all-or-none learning from
paired-associative learning within the same
model. The modeling approach is based on
Batchelder (1970, JMP). The data includes
pigeons (Columba livia; N = 8), human
children (4 – 13 years of age; N = 154),
and adults (17 – 41 years of age; N = 22).
Only for pigeons, similarity hurts. Children
mainly show paired associative learning.
Older children and adults show, in addition,
also concept formation on different levels of
similarity.

(99)
Aug 04, 10:00–10:20

Lecture Hall A
Modeling in Developmental Psychol-
ogy. Michael Ramscar, Melody Dye,
Stanford University . There are at least two
ways in which response conflict can be han-
dled in the mind: dynamic response con-
flict resolution, which enables conflicting
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response demands to be resolved on-line,
and discrimination learning, which reduces
the amount of on-line response conflict that
needs to be resolved in context. While un-
der fours are perfectly capable of discrim-
ination learning, they appear to lack the
ability to resolve response conflict on-line.
They can match their behavior to context in
remarkably subtle and sensitive ways when
they have learned to do so, but if they have
not learned to match a response or a be-
havior to a context, their inability to han-
dle on-line response conflict is their undo-
ing (for example, in the dimensional change
card sort task; DCCS). We present a for-
mal analysis of how discrimination learn-
ing in context might aid children’s perfor-
mance in the dimensional change card sort-
ing (DCCS) over time. In a training study
in which three groups of age matched un-
der fours attempt to complete the DCCS
we find that, given appropriate discrimina-
tion learning, children are able to flexibly
switch between the responses required by
the DCCS. Without appropriate discrimi-
nation learning, children’s performance is
far worse, and when the task contexts are
novel, children fail as expected. Why do
under fours lack the ability to resolve re-
sponse conflict on-line? We then use our
learning model to show how cognitive con-
trol impedes convention learning, and argue
that delayed prefrontal maturation is a nec-
essary adaptation for human learning of so-
cial and linguistic conventions.

(100)
Aug 04, 11:00–11:20

Lecture Hall A
State Trace Analysis of Recognition
Memory Data. John Dunn, University

of Adelaide, Andrew Heathcote, Uni-
versity of Newcastle. We have conducted a
series of recognition memory experiments in
each of which two factors is varied within
subjects and within lists. For these data, we
wish to contrast a one-dimensional (1D) and
two-dimensional (2D) model. The 1D model
may be considered as a generalization of
the unequal variance single detection model
in which the variance(s) is an unspecified
monotonic function of d′. The 2D model
is pretty much everything else. In particu-
lar, it subsumes a variety of dual process
models, including Yonelinas’ dual process
signal detection model and DeCarlo’s mix-
ture model as well as the unconstrained un-
equal variance signal detection model. For
the kind of data that we have collected, the
1D model predicts a set of non-intersecting
ROC curves. This also corresponds to a
configuration in a (k − 1)-dimensional out-
come space defined by the set of decision cri-
teria corresponding to k response categories
in which the hit rates for each condition lie
on a single monotonically increasing curve.
We show how to fit such a curve using
constrained maximum likelihood estimation
and report the results of monte carlo simu-
lations on the distribution of the associated
likelihood ratio test statistic. We then apply
this procedure to data from item recogni-
tion and associative recognition paradigms
and discuss the implication of the results for
models of recognition memory as well as for
wider application of the approach.

(101)
Aug 04, 11:20–11:40

Lecture Hall A
State Trace Analysis.
Michael Kalish, University of Louisiana
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at Lafayette, Ben Newell, University of
New South Wales , John Dunn, University
of Adelaide. A current debate in the field
of category learning centers on the number
of ’systems’ required to explain people’s
behavior. Evidence in the debate takes the
form of dissociations in the effect of various
manipulations on the learning of two types
of category structures. In this talk, I
describe how we used state-trace analysis
to investigate one of these manipulations:
the effect of concurrent working memory
load on perceptual category learning.
Initial re-analysis of D. Zeithamova & W.T.
Maddox (2006, Experiment 1) revealed an
apparently two-dimensional state-trace plot
consistent with the reported dissociation.
Follow up analyses restricted to only those
participants who had learned the category
task and performed the concurrent working
memory task adequately revealed only a
one-dimensional plot, as did three modified
replications of the original experiment.
These results highlight the potential of
state-trace analysis in furthering our un-
derstanding of the mechanisms underlying
category learning. We suggest, however
that the implications of high and low
dimensional behavior for the discrimination
of multiple cognitive systems remains only
as clear as the notion of what comprises a
’system’.

(102)
Aug 04, 11:40–12:00

Lecture Hall A
Bayesian State-Trace Analysis of Bi-
nomial Data. Melissa Prince, An-
drew Heathcote, Scott Brown, Uni-
versity of Newcastle. One of the most funda-
mental questions in experimental psychol-

ogy and neuroscience concerns determin-
ing whether a single psychological dimen-
sion (i.e., a single latent variable, model
or process) can explain the joint effects of
two or more experimental factors. State-
trace analysis (Bamber, 1979), also called
Dimensional analysis (Loftus, Oberg and
Dillon, 2004), provides a method for answer-
ing this question of dimensionality. State-
trace analysis makes minimal assumptions,
is very generally applicable and avoids
the caveats identified in traditional ap-
proaches to this question, such as dissocia-
tion methodologies. However, despite both
its wide application and the importance of
the question that it addresses, there is no
agreement on appropriate inferential testing
methods for state-trace analysis. We pro-
pose inferential tests based on Bayes fac-
tors for state-trace designs where perfor-
mance is measured by a binary dependent
variable. These tests can be used to refine
experimental methodology and to estimate
the probability that a one-dimensional or
multi-dimensional model best describes per-
formance.

(103)
Aug 04, 12:00–12:20

Lecture Hall A
Generalized Bayesian Analysis of
State-Trace. Andrew Heathcote,
Beatrice Bora, Scott Brown, Univer-
sity of Newcastle, John Dunn, University
of Adelaide. Heathcote, Prince and Brown
(submitted) developed methods for infer-
ence about binary data in two-dimensional
state-trace plots. Their analysis is based
on Klugkist, Kato and Hoijtink’s (2005) en-
compassing model approach to Bayes-factor
estimation and assumes a binomial data-
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generating model. We develop a general-
ization of this approach that is applicable
to ordinal (e.g., confidence rating) and con-
tinuous (e.g., response time) data with an
unknown distribution based on the work of
Dunn and James (2003) and Dunn (2008).
The generalization is non-parametric in that
it approximates the unknown data distribu-
tion using empirical cumulative distribution
functions with S levels. Each of the S lev-
els is assumed to correspond to an axis in
a multi-dimensional state-trace plot. We
explore the implementation of this analy-
sis using confidence and accuracy data from
Heathcote, Freeman, Etherington, Tonkin
and Bora (in press) and Heathcote, Bora
and Freeman (submitted).

(104)
Aug 04, 14:00–14:20

Lecture Hall A
Model Selection for Dummies (and
experts). Richard Shiffrin, Woojae
Kim, Indiana University . In part one we
present a conceptual overview that shows
the close connection between Minimum De-
scription Length and Bayesian Model Selec-
tion, and the ways in which each balances
fit and complexity. In part two we extend
the methods to incorporate prior knowledge
about likely data patterns. Time permit-
ting, we will discuss a number of large is-
sues that are critical for reasonable model
selection.

(105)
Aug 04, 14:40–15:00

Lecture Hall A
The Catch-Up Phenomenon in Model
Selection and Prediction. Tim van
Erven, Peter Grunwald, Centrum
Wiskunde Informatica, Steven de Rooij,

University of Cambridge. We resolve a
long-standing debate in statistics, known
as the AIC-BIC dilemma: model selec-
tion/averaging methods like BIC, Bayes
factors, and MDL are consistent (they
eventually infer the correct model) but,
when used for prediction, the rate at
which predictions improve can be subopti-
mal. Methods like AIC and leave-one-out
cross-validation, which penalize less for
complexity, are inconsistent but typically
converge at the optimal rate. We give a
novel analysis of the slow convergence of
the BIC/Bayesian-type methods. Based
on this analysis, we propose the switching
method, a modification of Bayesian model
averaging that achieves both consistency
and minimax optimal convergence rates.
The method has run time complexity
comparable to Bayes. Experiments with
nonparametric density estimation confirm
that our large-sample theoretical results
also hold in practice in small samples.

(106)
Aug 04, 15:00–15:20

Lecture Hall A
Decoupling Strength of Evidence
from Uncertainty in Model Selection.
Charles Liu, Boston University , Mur-
ray Aitkin, University of Melbourne. Al-
most all model selection criteria (such as
the AIC, BIC, DIC, and Bayes factor) com-
pare models using single-value summaries.
These summaries can be misleading be-
cause they disguise the uncertainty associ-
ated with model parameters. In this talk,
I will discuss the posterior likelihood ap-
proach, which is a fully Bayesian method
that provides a measure of the uncertainty
associated with the strength of evidence for
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each model. The advantages of this method
will be discussed in a comparison of reten-
tion functions.

(107)
Aug 04, 15:40–16:00

Lecture Hall A
Bayesian Model Selection for Infor-
mative Hypotheses. Irene Klugkist,
Utrecht University . Null-hypothesis signifi-
cance testing (NHST) basically investigates
the two competing statements ‘nothing is
going on’ (H0) versus ’something is going
on but I don’t know what’ (HA). The null
hypothesis is not realistic (there is usually
something going on) and the alternative is
not informative (it does not tell you what is
going on). The investigation of specific the-
ories or expectations in a NHST approach
usually leads to multiple testing, with sev-
eral related complications, like, for instance,
inflated Type I errors, choosing one of the
many correction methods, and sometimes
inconsistent results. Model selection, how-
ever, can be a very useful tool for the eval-
uation of specific, informative hypotheses.

We consider hypotheses specified using
inequality constraints (e.g. µ1 < µ2 < µ3)
and hypotheses testing for relevant differ-
ences (e.g. µ1 ' µ2 ' µ3, where ' denotes
that the difference between parameters is
less than a (user-specified) minimal relevant
effect size). In the Bayesian model selection
approach that is developed for these types
of hypotheses, the constraints are incorpo-
rated in an otherwise relatively uninforma-
tive prior distribution. The performance of
the approach will be demonstrated, with
special attention for prior sensitivity and
some other issues that require further inves-
tigation.

(108)
Aug 04, 16:00–16:20

Lecture Hall A
Parameters, Prediction and Evidence
in Computational Modeling: A Sta-
tistical View Informed by ACT-
R. Rhiannon Weaver, Carnegie Mellon
University . Computational models in typi-
cal cognitive experiments often contain mul-
tiple, plausible sources of variation aris-
ing from human subjects and from stochas-
tic cognitive theories. But standard model
validation techniques based purely on a
“model fixed, data variable” measurement
paradigm can obscure these sources of vari-
ation, making it difficult to interpret model
predictions and to account for individual
differences. In this talk I discuss the impact
of multiple sources of variation on model
validation based on comparisons between
experimental data and model simulations,
and I propose likelihood-based modeling as
a framework for exploring the functional re-
lationship between these two populations. I
show how to express a simple class of ACT-
R models as stochastic processes, as a mo-
tivating example for generalizing from de-
terministic to stochastic model validation in
the face of probabilistic theories and ran-
dom subject-to-subject variation.

(109)
Aug 04, 16:20–16:40

Lecture Hall A
An Encompassing Prior Generaliza-
tion of the Savage-Dickey Density
Ratio Test. Eric-Jan Wagenmakers,
Ruud Wetzels, Raoul Grasman, Uni-
versity of Amsterdam. Hoijtink, Klugkist,
and colleagues introduced an encompassing
prior (EP) approach to facilitate Bayesian
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model selection in nested models with in-
equality constraints. In this approach, sam-
ples are drawn from the prior and posterior
distributions for an encompassing model
that contains an inequality restricted ver-
sion as a special case. The evidence in fa-
vor of the inequality restriction (i.e., the
Bayes factor) simplifies to the ratio of the
proportions of posterior and prior samples
consistent with the inequality restriction.
Up to now, this elegant formalism has been
applied almost exclusively to models with
inequality or “about equality” constraints.
Here we prove that the EP approach nat-
urally extends to exact equality constraints
by considering the ratio of the heights for
the posterior and prior distributions at the
point that is subject to test (i.e., the Savage-
Dickey density ratio test). Therefore, the
EP approach generalizes the Savage-Dickey
test and can account for both inequality and
equality constraints. The general EP ap-
proach is an elegant and computationally ef-
ficient procedure to calculate Bayes factors
for nested models.

(110)
Aug 04, 09:00–09:20

Lecture Hall B
Multinomial Processing Tree
Models of Paired-comparisons.
William Batchelder, University of
California, Irvine, Xiangen Hu, Univer-
sity of Memphis , Jared Smith, University
of California, Irvine. This paper shows
how to develop new multinomial processing
tree (MPT) models for discrete choice,
and in particular binary choice. First it
reviews the Bradley-Terry-Luce (BTL)
paired-comparison model which is the basis
of logit models of discrete choice used

throughout the social and behavioral sci-
ences. It is shown that a reparameterization
of the BTL model is represented by choice
probabilities generated from a finite state
Markov chain, and this representation is
closely related to the rooted tree structure
of MPT models. New MPT models of
binary choice, including one’s that can
handle ties, can be obtained by placing
restrictions on this representation of the
BTL model. Several of these new MPT
models are described, compared to the
BTL model, and applied to data from a
replicated round-robin data structure.

(111)
Aug 04, 09:20–09:40

Lecture Hall B
On the Minimum Description Length
Complexity and Selection of Multino-
mial Processing Tree (MPT) Models.
Hao Wu, Jay Myung, Ohio State Univer-
sity , William Batchelder, University of
California, Irvine. Multinomial processing
tree (MPT) models have been widely and
successfully applied as a statistical tool for
various experimental paradigms. A promi-
nent feature of MPT models is that models
with the same number of parameters may
vary greatly in their tree structures. In
addition, inequality constraints imposed to
represent hypothesized treatment ef fects,
though leaving the dimension of a model un-
changed, may change its complexity. Given
the above sources of variability and the im-
portance of model complexity in model eval-
uation and selection, it is important to eval-
uate complexity of MPT models and fully
account for its effect in model complexity.
In this work, I will present theorems that
link complexity of an MPT model to that
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of its building components, a general pur-
pose computer program that calculate the
complexity of MPT models, and an exam-
ple with pair clustering data. The theo-
rems show that the complexity of an MPT
model depends not only on that of its build-
ing blocks, but also on how those building
blocks are combined: the tree structure e
ffect. Our example shows that structural
complexity, especially those due to the pres-
ence of inequality constraints, may change
the complexity significantly.

(112)
Aug 04, 09:40–10:00

Lecture Hall B
Multinomial Processing Tree
(MPT) Models Analysis For Quasi-
Independence Contingency Tables.
Xiangen Hu, University of Memphis ,
Yuan You, Huazhong University
of Science and Technology , William
Batchelder, University of California,
Irvine. Multinomial processing tree (MPT)
models constitute a family of nonlinear
models for categorical data. The particular
nonlinearity of MPT models makes it es-
pecially easy to analyze contingency tables
that do not satisfy log-linear properties. In
this talk we focus on the MPT model anal-
ysis of quasi-independence of contingence
tables. We provide a general framework for
testing quasi-independence with dominant
observations in the diagonal cells. We
claim that the MPT model approach is
more appropriate than log-linear models for
the analysis of contingency tables because
it allows the formulation of a greater
variety of statistical hypotheses about their
structure. Our presentation will include a
MPT model analysis of social mobility data

collected from China. The analyses reveal
some interesting phenomena in Chinese
society before 1980 and after 1980.

(113)
Aug 04, 10:00–10:20

Lecture Hall B
Multiplicatively Interacting Factors
in Multiple Response Class Process-
ing Trees. Richard Schweickert,
Zhuangzhuang Xi, Purdue University .
Suppose the processes required for a task
are in a rooted tree. A probability is associ-
ated with each edge. The probability on an
edge denotes the probability with which it is
selected when its starting vertex is reached.
Such trees are used as models in perception,
memory and social cognition, for example,
as models of source memory. Processing be-
gins at the root. An edge descending from
the root is selected and the ending vertex
of this edge is reached. An edge descending
from this ending vertex is selected. Process-
ing continues until a terminal vertex of the
tree is reached. Each terminal vertex is as-
sociated with a class of responses; when a
terminal vertex is reached the response as-
sociated with it is made. Suppose each of
two experimental factor changes probabili-
ties on a subset of edges, and the subsets are
mutually exclusive. Necessary and sufficient
conditions are given for the factors to have a
multiplicative interaction on the probability
each response is made. If the factors have
a multiplicative interaction, the underlying
processing tree is equivalent to a processing
tree having a simple form. Analogous trees
with rates rather than probabilities on the
edges have been used to model rates of be-
haviors such as bar pressing, and analogous
results apply to them.
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(114)
Aug 04, 10:20–10:40

Lecture Hall B
Mixed Ideal Point Models for Lon-
gitudinal Multinomial Outcomes.
Mark de Rooij, Leiden University . In
psychology and other social sciences often
multinomial longitudinal data are gath-
ered. Maximum likelihood estimation of
mixed effect models for such data can be
prohibitive due to the integral dimension
of the random effects distribution. We
propose to use multidimensional scaling
methodology to reduce the dimensionality
of the response variable and thereby the
dimensionality of the random effects. As a
by product readily interpretable graphical
displays representing change are obtained.
Several examples will be used to illustrate
the methodology.

(115)
Aug 04, 11:00–11:20

Lecture Hall B
Firing Patterns of Single Neurons
Contain Information About Task Con-
text. Christoph Weidemann, Alec
Solway, Michael Kahana, University of
Pennsylvania, Itzhak Fried, University
of California, Los Angeles . We recorded
single unit activity from neurons in the
brains of human participants while they
navigated through a large and uncon-
strained virtual environment towards previ-
ously learned goal locations. We identified
neurons that responded significantly to par-
ticipants location in a manner that suggests
a special encoding of task relevant locations
even in the absence of sensory cues marking
these locations. These results demonstrate
a strong and exible dependence of neural

?ring patterns on current task context. This
result is most apparent in an analysis of the
information content of the ?ring patterns
rather than in raw rate of neural discharge.

(116)
Aug 04, 11:20–11:40

Lecture Hall B
Modelling of the Action Poten-
tial Propagation in Nerve Fibre.
Kanad Ray, Icfai University . Modelling of
the action potential propagation in nerve fi-
bre is important in neuro physiology. An
analytic solution for a myelinated axon ex-
citation is crucially important for applica-
tions involving vertebrates. In the calcu-
lations involving myelinated fibre lossless
transmission line model is used without tak-
ing into account the myelin resistance. We
are developing a lossy, distributive parame-
ter transmission line model[1] and applying
it to study behaviour of the fibre for an un-
derstanding of the analysis of neural propa-
gation.

[1]“Nerve conduction using a myelinated
nerve fibre modelled as a lossy transmis-
sion line” by Kanad Ray(accepted for talk
presentation)-Conference on Recent De-
velopment in Applied Mathematical Sci-
ence and Engineering(20-22Feb,2009) at
Jalpaigudi Government Engineering Col-
lege, Jalpaigudi,West Bengal,India

(117)
Aug 04, 11:40–12:00

Lecture Hall B
Contextual Emergence of Mental
States from Their Neural Correlates.
Peter beim Graben, University of Read-
ing , Harald Atmanspacher, Institute
for Frontier Areas of Psychology, Freiburg .
The concept of contextual emergence has
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been proposed as a non-reductive, yet well-
defined relation between different levels of
description of physical and other systems
[1]. Stability conditions are crucial for a rig-
orous implementation of “higher-level” con-
tingent contexts that are required to under-
stand the emergence of higher-level prop-
erties from an underlying “lower-level” de-
scription [2]. An important question of
cognitive neuroscience, how neurobiological
and mental states are related to one an-
other, can be addressed within this frame-
work. We argue that Chalmer’s “phenome-
nal families” [3], which partition the space
of phenomenal experiences, provide contin-
gent contexts for the emergence of conscious
mental states. They induce a partition-
ing of the underlying neural state space [4]
which is stable under the neurodynamics,
if sequences of such states form an ergodic
Markov chain. In the special case of a gener-
ating partition, conscious states are faithful
representations of the neurodynamics.

[1] Bishop, Atmanspacher (2006): Con-
textual Emergence in the Description of
Properties, Found. Phys. 36, 1753-1777.

[2] Atmanspacher, Bishop (2007): Sta-
bility Conditions in Contextual Emergence,
Chaos Compl. Lett. 2(2), 139-150.

[3] Chalmers, D. (2000): What Is a Neu-
ral Correlate of Consciousness?, in T. Met-
zinger (ed.), Neural Correlates of Conscious-
ness, Cambridge: MIT Press, pp. 17-39.

[5] Atmanspacher, beim Graben (2007):
Contextual Emergence of Mental States
from Neurodynamics, Chaos Compl. Lett.
2(2), 151-168.

(118)
Aug 04, 12:00–12:20

Lecture Hall B

Linear Discriminant and Workload
Capacity Analyses of the Neural
Correlates of Configural Learning.
Leslie Blaha, James Townsend,
Thomas Busey, Indiana University .
The purpose of our current study is to
employ linear discriminant analysis (LDA;
Philiastides & Sajda, 2006) to characterize
the changes in ERPs over the entire course
of a perceptual learning task. Configural
learning is the perceptual learning process
by which participants develop configural
processing strategies or representations
characterized by extremely efficient par-
allel information processing (Blaha &
Townsend, under revision). Participants
performed a perceptual unitization task
in which they learned to categorize novel
images. Correct categorization responses
required exhaustive feature identification,
which encouraged unitization of images
into whole-object percepts. Linear dis-
criminator accuracy, measured by Az,
increased each day of training, showing
significant differences in neural signals
between categories on and after training
day 3 or 4 for all participants. Additionally,
the LDA training window starting time
resulting in discriminator performance
of 65% accuracy or better shifted from
450-500ms to 300ms after stimulus onset
at the completion of training. LDA results
are consistent with our earlier report
(Blaha & Busey, VSS 2007) of peak ERP
amplitude differences between categories
after training at approximately 170ms and
250ms after stimulus onset. The shift in
discriminator performance parallels the
shift from limited to super capacity, as
indexed by Townsend’s capacity coefficient.
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We explore ways in which the distribution
of ERP component times may be analyzed
together with response times to develop a
measure of neural workload capacity.

(119)
Aug 04, 14:00–14:20

Lecture Hall B
Information Integration in Perceptual
Decision Making. Jared Hotaling,
Indiana University , Andrew Cohen, Uni-
versity of Massechusetts , Jerome Buse-
meyer, Richard Shiffrin, Indiana Uni-
versity . In cognitive science there is a seem-
ing paradox: On the one hand researchers
studying judgment and decision making
(JDM) have repeatedly shown that people
employ simple and often sub-optimal strate-
gies when integrating information from mul-
tiple sources. On the other hand another
set of researchers has had great success us-
ing Bayesian optimal models to explain in-
formation integration in fields such as cat-
egorization, perception, and memory. One
impediment to reconciling this paradox lies
in the different experimental methods each
group has used. A decision making experi-
ment was designed to test whether the sub-
optimal integration found in verbal prob-
lems stated in terms of probabilities may
also appear in perceptual tasks. We inves-
tigated two classic JDM findings: the con-
junction fallacy and the dilution effect. The
best known example of the former is the
‘Linda Problem’, in which the probability
that ‘Linda is a feminist and a bank teller’
(P (A&B)) is judged greater than the prob-
ability that ‘Linda is a bank teller’ (P (B)),
thus violating the law of total probability.
The dilution effect has been demonstrated
in various situations where participants are

given strong evidence X favoring A over B,
and weak evidence Y also favoring A over B.
Rather than multiplying the odds in favor
of A, as Bayesian analysis proscribes, the
odds are averaged. In effect the weak evi-
dence dilutes the strong evidence. I present
data from a perceptual decision making ex-
periment investigating the conditions giving
rise to these non-normative behaviors.

(120)
Aug 04, 14:20–14:40

Lecture Hall B
Decision Field Theory for Intertempo-
ral Choice. Sébastien Houde, Jerker
Denrell, Stanford University . This pa-
per extends Decision Field Theory (DFT),
a computational model of decision-making
proposed by Busemeyer and Townsend
(1992), to intertemporal choice. We pro-
pose to use DFT to investigate the pro-
cess of attention allocation for choices be-
tween temporally distance outcomes. To ex-
tend the theory, we make two important as-
sumptions. First, we assume that time is
an explicit attribute in intertemporal choice
tasks. In the context of DFT, delibera-
tions then consist to sample alternatives by
stochastically allocating attention to both
the money and time dimensions. Second,
we assume that the regime of weights de-
termining the attention allocation process
varies with the nature of the choice tasks.
We posit that particular choice tasks give
raise to specific and systematic patterns of
weights. To test our theory, we apply three
concepts of model selection. First, we simu-
late the model and replicate a number of
known anomalies in intertemporal choice,
such as decreasing impatience, the mag-
nitude effect and the gain-loss asymmetry
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(Lowenstein and Prelec, 1992). Second, we
estimate the model using experimental data
from various published studies and perform
out-of-sample forecasting. We found that
the estimated models have the ability to
predict choices across studies. Third, we
perform lab experiments to test new predic-
tions of DFT in the context of intertemporal
choice.

(121)
Aug 04, 14:40–15:00

Lecture Hall B
Testing Learning Models of Sequen-

tial Decision Making. Jörg Rieskamp,
University of Basel , Jerome Busemeyer,
Indiana University . Decisions are frequently
made on the basis of past experience. How
experience changes people’s decisions can
often be accurately described by learning
models. However, past research has pre-
dominantly focused on decision situations
where decisions’ outcomes are independent
of each other. On the contrary, the present
work examines how people make decisions
in situations in which decisions’ outcomes
depend on previous decisions. More specifi-
cally we conducted an experiment in which
the participants faced a situation where
they made three decisions and the outcome
of the last two decisions depended on their
previous decisions. Thus, the decision prob-
lem consisted of finding the best sequence
of decisions, that is decision path. The out-
come of each decision was a payoff drawn
from a normal distribution. To provide the
opportunity of learning the decision situa-
tion was repeated one hundred times. The
experiment results show that most partici-
pants learned the optimum sequence of de-
cisions. This learning process was described

with two learning models. The first rein-
forcement learning model assumes that the
object of reinforcement are the complete
paths that can be taken. The second tempo-
ral difference learning model assumes that
the object of reinforcement are the possible
decisions that can be made given the state of
previous decisions. When testing the mod-
els against each other the temporal differ-
ence model predicted the observed learning
process best. These results show that people
apparently do not plan ahead the whole se-
quence of decisions, but instead try to make
the best decisions given the situation they
are in.

(122)
Aug 04, 15:00–15:20

Lecture Hall B
An Introduction to the Quan-
tum Inference Model with an
Application to Legal Inferences.
Jennifer Trueblood, Jerome Buse-
meyer, Indiana University . Cognitive
models based upon the principles of
quantum probability have the potential
to provide a cohesive framework for un-
derstanding paradoxical observations in
human decision making. Specifically, the
quantum inference model accounts for
interference effects arising from incom-
patible measurements based upon human
judgments. These interference effects
occur when more than one measurement
is taken from an individual and an earlier
measurement disturbs a later measurement.
As an illustration, we apply the quantum
inference model to the task of inferring
the guilt of a defendant after hearing two
sides of a case. Experimental results show
that a weak argument for one side of a
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case increases confidence in the opposing
side. If we assume measurements are con-
ditionally independent, then the Bayesian
inference model fails to explain these
results. McKenzie, et al. (2002) explained
this phenomena with an anchor-and-adjust
model using a case’s minimum acceptable
strength. We discuss the weaknesses of the
anchor-and-adjust and compare it to the
quantum inference model. We conclude by
mentioning other examples of order effects
arising in the social and behavioral sciences
and discuss possible future applications of
the quantum inference model.

(123)
Aug 04, 15:40–16:00

Lecture Hall B
Optimal Experimental Design for
Bandit Problems. Shunan Zhang,
Michael Lee, University of California,
Irvine. In bandit problems, a decision-
maker must choose between a set of alter-
natives – each of which has a fixed but un-
known rate of reward – to maximize their
total number of rewards over a sequence
of trials. There are many existing quanti-
tative models, developed in the reinforce-
ment learning and cognitive science liter-
ature, for decision-making in bandit prob-
lems. A major goal of conducting experi-
ments with people completing bandit prob-
lems is to discriminate between these differ-
ent models as accounts of human decision-
making. This raises a questions of exper-
imental design: How should a set of ban-
dit problems be designed to maximize our
ability to discriminate between the models?
We use a previously developed design op-
timization framework for statistical experi-
ments, and apply it to the problem of find-

ing good bandit problem experiments. The
approach involves maximizing a utility func-
tion over the design space, with respect to
the prior distributions of model parameters.
Statistical methods including prior simula-
tion Monte Carlo and MCMC sampling are
adopted to search for the mode of the util-
ity, thus finding the optimal design. As a
preliminary study, we concentrate on find-
ing the optimal distributions of reward rates
to discriminate between some simple mod-
els, including variants of the win-stay lose-
shift model, for two-armed bandit problems.
Our results show that the optimal designs
vary, in systematic and interpretable ways,
according to different prior beliefs about the
parameters of the models to be discrimi-
nated.

(124)
Aug 04, 16:00–16:20

Lecture Hall B
Confirmation Bias is Rational when
Hypotheses are Sparse. Amy Perfors,
Daniel Navarro, University of Adelaide.
We consider the common situation in which
a reasoner must induce the rule that ex-
plains an observed sequence of data, but
the hypothesis space of possible rules is
not explicitly enumerated or identified; an
example of this situation is the number
game (Wason, 1960), or twenty questions.
We present mathematical optimality results
showing that as long as the hypotheses in
the hypothesis space are not explicitly enu-
merated and as long as they tend to be
sparse – that is, as long as rules, on aver-
age, tend to be true only for a small pro-
portion of entities in the world – then confir-
mation bias is a near-optimal strategy. The
intuition underlying these results is built
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on basic information theory, which holds
that when all hypotheses can be enumer-
ated, the optimal strategy is that of bifurca-
tion: choosing the query for which precisely
half of the hypotheses are true and half are
false. When hypotheses are not enumer-
ated, the bifurcation strategy is not possi-
ble, since one cannot identify which queries
would exactly divide the space; if hypothe-
ses are sparse, a random query will likely
lead to a no response. The best way to
overcome this tendency is to choose queries
that one knows will lead to a yes response
for at least some hypotheses (namely, those
hypotheses being considered): this positive-
test strategy is closely related to the confir-
mation bias. Additional considerations sug-
gest that in a variety of realistic situations,
the sparsity assumption is reasonable.

(125)
Aug 04, 16:20–16:40

Lecture Hall B
Scale Invariance and Models
for the Iowa Gambling Task.
Chung-Ping Cheng, National Chengchi
University , Ching-Fan Sheu, National
Cheng Kung University . The Iowa gambling
task (IGT) is a laboratory task designed
to simulate real-life decision making under
uncertainty. IGT is often used to assess
decision making deficit of neurological
patients. Ahn et al. (2008) proposed eight
cognitive models including expectancy-
valence model (Busemeyer & Stout, 2002)
to characterize performance of the IGT
and compare them according to BIC and
other criteria. Here, we propose a general
framework to include these eight models.
Within the general framework, we inves-
tigate the scale invariance issue. A model

is said to be scale invariant, if we change
the units, there will be a different set of
values of parameters results in the same
prediction. A parameter in a scale invariant
model is scale independent if change of
units does not affect its value. For models
which are not scale invariant, it may be not
proper to compare them based on model-
data discrepancy because discrepancy is a
function of prediction which in turn, is a
function of unit selected. We should also
avoid directly comparing parameters from
experiments with different units when the
parameters are scale dependent. We found
only models with trial-independent choice
rule are scale invariant. Since some of eight
models are not scale invariant, comparison
based on BIC may be not proper. All
parameters except sensitivity parameter in
the models with trial-independent choice
rule are scale independent. Comparison
of sensitivity parameters across studies in
different monetary currencies should be
made with caution. We also provide a
sufficient condition of scale invariance for
IGT models.

(126)
Aug 04, 09:00–09:20

Lecture Hall C
On the Size Principle for Similarity.
Daniel Navarro, Amy Perfors, Uni-
versity of Adelaide. In this paper we con-
sider the notion of a 1size principle’ for fea-
tural similarity, which states that rare fea-
tures should be weighted more heavily than
common features in people’s beliefs about
the similarity between two entities. Specif-
ically, it predicts that if a feature is pos-
sessed by N objects, the expected weight
scales according to a 1/N law. The size
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principle emerges from a Bayesian analysis
of simple induction problems (Tenenbaum
& Griffiths 2001), and is closely related to
work by Shepard (1987) proposing universal
laws for inductive generalization. In this ar-
ticle, we (1) show that the size principle can
be also be derived as an expression of a form
of communicative or representational opti-
mality, and (2) present analyses suggesting
that across 11 different data sets in the do-
mains of ‘animals’ and ‘artifacts’, human
judgments are in agreement with this law.
A number of implications of this law are dis-
cussed.

(127)
Aug 04, 09:20–09:40

Lecture Hall C
The Wisdom of Individuals or Crowds
in Everyday Cognition: Is it Really
That Simple? Ralf Mayrhofer, Uni-
versity of Goettingen. Griffiths and Tenen-
baum (2006) reported that subjects’ predic-
tions about the duration of events (e.g., cake
baking times) are nearly optimal and ac-
count for prior knowledge as presumed by
Bayesian inference. In response to these
findings, it has been argued (Mozer, Pash-
ler, and Homaei, 2008) that this can sim-
ply be explained by a wisdom-of-crowds
effect (i.e., a consequence of aggregating
across individuals). On an individual level
not optimal Bayesian inference, but only a
simple memory-based heuristic, the Min-k
heuristic, would be necessary to explain hu-
man performance. Using a mathematically
equivalent statistics-textbook task, the esti-
mation of the number of taxi cabs in town,
we will show that peoples’ judgments sys-
tematically depend on several aspects of the
task that alter the likelihood function of

the inference problem. This is not consis-
tent with a memory-based heuristic, which
is blind to these task characteristics.

(128)
Aug 04, 09:40–10:00

Lecture Hall C
Making the Locally Bayesian Model
More Rational. Adam Sanborn, Ri-
cardo Silva, University College London.
Highlighting, a conditioning effect, is noto-
riously difficult for Bayesian models to pre-
dict. This effect can be predicted by the Lo-
cally Bayesian model (LBM), which approx-
imates a full Bayesian model by partitioning
the model into regions and passing messages
between these regions. It is unclear how
this local approximation compares to other
approximations used in Bayesian models,
and what behaviors this approximations will
predict in other paradigms. Our contribu-
tion is to show the Locally Bayesian model is
closely related to the statistical algorithms
of Assumed Density Filtering, which sim-
plifies calculations by assuming indepen-
dence, and Belief Propagation, which identi-
fies how to make these calculations through
message passing. We propose a conditioning
model based on Assumed Density Filtering
itself (ADFM) and show how this model can
produce highlighting behavior. In addition,
we demonstrate how the degrees of approx-
imation used in the LBM and ADFM cause
the models to make very different predic-
tions in a proposed experimental design.

(129)
Aug 04, 10:00–10:20

Lecture Hall C
Converting a Fuzzy Set Based
Suicide Risk Assessment Model
into a Bayesian Belief Network.

66



Olufunmilayo Obembe, Christopher
Buckingham, Aston University . The
loss of life that ensues from completed
suicide attempts by mental health patients
makes the need for reliable assessments
of suicide risk, a crucial issue in mental
health services. Using risk factors such as
‘family history of suicide’, ‘current intention
of committing suicide’, ‘depression’ and
‘serious mental illness’, we investigate the
development of Bayesian Networks from the
knowledge representation of the Galatean
Risk Screening Tool (GRiST) to model and
assess suicide risk. GRiST (Buckingham,
2002) is a psychological model for risk as-
sessment based on fuzzy sets. In this paper
we discuss a reformulation of the fuzzy
set based GRiST model into probability
based Bayesian Networks for suicide risk
assessments.

(130)
Aug 04, 10:20–10:40

Lecture Hall C
A Bayesian Approach to Aggregation
in Rank-Order Tasks. Brent Miller,
Pernille Hemmer, Mark Steyvers,
Michael Lee, University of California,
Irvine. When averaging the estimates across
individuals, the aggregate can often come
surprisingly close to the true answer, as
demonstrated by Galton’s famous Ox sur-
vey and game shows such as ‘Who Wants to
be a Millionaire’. We are interested in ex-
tending this wisdom of crowds phenomenon
to more complex situations where a sim-
ple strategy of taking the modal or average
response is inappropriate or might lead to
bad predictions. We report the performance
of individuals in a series of ranking tasks
where the goal is to reconstruct from mem-

ory the order of time-based events or the
magnitude of physical properties. We intro-
duce a Bayesian version of a Thurstonian
model that aggregates rank-orders across
individuals. We apply MCMC techniques
to estimate the distribution over all rank-
orderings and take modal response in this
space as the proposed answer. We com-
pare this approach against heuristic aggre-
gation techniques such as taking the empir-
ical modal response and a variety of other
methods inspired by social choice and voting
theory. We show that the model performs
as good as or better than all heuristics in
reconstructing the true ordering. In addi-
tion, we show that the model is calibrated
and gives confident responses about answers
that turn out to be correct.

(131)
Aug 04, 11:00–11:20

Lecture Hall C
Informative Hypotheses for Repeated
Measurements: A Bayesian Ap-
proach. Joris Mulder, University
of Utrecht , Herbert Hoijtink, Irene
Klugkist, Rens van de Schoot, Wim
Meeus, Maarten Selfhout, Utrecht
University . When analyzing repeated mea-
surements data, researchers often have ex-
pectations about the relations between the
measurement means. Such expectations can
be formalized into so-called informative hy-
potheses with equality (=) and inequal-
ity (<,>) constraints between measurement
means over time, measurement means be-
tween groups, means adjusted for time-
invariant covariates, and means adjusted for
time-varying covariates. These informative
hypotheses may differ substantially from the
standard null and alternative hypothesis,
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e.g., the measurement means are constant
in the beginning of the experiment but in-
crease exponentially from a certain point in
time, or the difference between the measure-
ment means of group 1 and group 2 decrease
over time. Subsequently, the goal is to select
the best of a set of informative hypotheses
based on the data. In this paper, we use the
Bayes factor as selection criterion. A piv-
otal element in the Bayesian framework is
the specification of the prior. To avoid sub-
jective or ad hoc prior specification, train-
ing data in combination with restrictions on
the measurement means are used to obtain
so-called constrained posterior priors. It is
shown that the resulting Bayes factors ap-
propriately balance between fit and com-
plexity of the informative hypotheses, and
therefore, can effectively be used to select
the best of a set of informative hypotheses.
This is illustrated with a simulation study
and an empirical example from developmen-
tal psychology.

(132)
Aug 04, 11:20–11:40

Lecture Hall C
Confidence Intervals Versus Proba-
bility Intervals in Adaptive Bayesian
Estimation of Sensory Thresholds.
Miguel Angel Garćıa-Pérez, Roćıo
Alcalá-Quintana, Complutense Univer-
sity of Madrid . Detection or discrimina-
tion thresholds are widely used as summary
measures of psychophysical performance,
and they are often estimated with adaptive
Bayesian procedures. Editorial policies de-
mand that confidence intervals (CIs) accom-
pany these measures, but the typical exper-
iment obtains a single estimate per partic-
ipant and condition and CIs for the mean

cannot be obtained. Moreover, threshold
represents a single point on a psychomet-
ric function which has additional parame-
ters that are rarely estimated concurrently.
Bayesian procedures must assume values
for these additional parameters, and results
presented elsewhere1,2 show that Bayesian
procedures can provide unbiased threshold
estimates within a practically feasible num-
ber of trials despite the unknown param-
eters. Here we investigate the extent to
which frequentist CIs and Bayesian proba-
bility intervals (PIs) faithfully indicate esti-
mation accuracy. Sampling distributions of
Bayesian estimates and Bayesian PIs were
obtained by simulation under various sets
of assumptions on the values of the un-
known parameters of the psychometric func-
tion. Results show that CIs accurately keep
their nominal coverage probability regard-
less of discrepancies between actual and as-
sumed values for the additional parameters,
and that the width of these CIs varies only
with the number of trials. On the contrary,
the probability coverage of Bayesian PIs is
wildly unstable and only attains its nominal
level when the assumed value of each addi-
tional parameter is within a narrow vicin-
ity of its actual value. These results advise
against the use of Bayesian PIs as measures
of accuracy in adaptive Bayesian estimation
of sensory thresholds.

[1] Alcalá-Quintana, R. and Garćıa-Pérez,
M.A. (2004). The role of parametric as-
sumptions in adaptive Bayesian estimation.
Psychological Methods, 9, 250-271.

[2] Garćıa-Pérez, M.A. and Alcalá-
Quintana, R. (2007). Bayesian adaptive es-
timation of arbitrary points on a psychome-
tric function. British Journal of Mathemat-
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ical and Statistical Psychology, 60, 147-174.

(133)
Aug 04, 11:40–12:00

Lecture Hall C
Adding Some Color to Data Analysis.
Geoffrey Iverson, University of Cali-
fornia, Irvine. An experimenter using the
simple independent two-groups design has
three hypotheses in mind: H0: treatment
has no effect, H+: treatment has a positive
effect and H−: treatment has a negative ef-
fect. The prior probabilities of these hy-
potheses satisfy P (H0)+P (H+)+P (H−) =
1 and accordingly the triple of prior prob-
abilities provides chromaticity coordinates
that define a color (e.g. P (H0) = P (H+) =
P (H−) = 1

3
is the white point). Likewise, af-

ter the data are allowed to update the prior
probabilities, the resulting posterior proba-
bilities are identified with a different color.
The “motion” in chromaticity coordinates
from a prior color to a posterior color is
determined by the model used to account
for the data. The transition from prior to
posterior probabilities is mediated by Bayes
factors. We discuss how these arise from
a study of the p-values associated with the
standard t-tests ofH0 vsH+ andH0 vs. H−.

(134)
Aug 04, 12:00–12:20

Lecture Hall C
Adaptive Design Optimization: A
Mutual Information Based Ap-
proach to Model Discrimination.
Daniel Cavagnaro, Jay Myung,
Mark Pitt, Ohio State University ,
Janne Kujala, University of Jyväskylä.
Discriminating among competing statistical
models is a pressing issue for many experi-
mentalists in the field of cognitive science.

Resolving this issue begins with designing
maximally informative experiments. To
this end, the problem to be solved in
adaptive design optimization is identifying
experimental designs under which one can
infer the underlying model in the fewest
possible steps. When the models under
consideration are nonlinear, this problem
can be impossible to solve analytically
without simplifying assumptions. However,
a full solution can be found numerically
with the help of a Bayesian computational
trick derived from the statistics litera-
ture. We apply an information theoretic
optimality criterion and show how this
criterion connects intuitively with Bayesian
inference. To demonstrate the approach, we
offer a simple application to an experiment
on memory retention.

(135)
Aug 04, 14:00–14:20

Lecture Hall C
The Derivation of Item Re-
sponse Models from Sequen-
tial Sampling Models of Choice.
Han van der Maas, University of Ams-
terdam. We discuss the work of Tuerlinckx
en De Boeck (2005), who derived the pop-
ular two parameter logistic model (2PLM)
for item responses from the diffusion model,
a stochastic sequential sampling model for
simple two choice decisions. Other deriva-
tions of IRT models are based on desirable
statistical or measurement properties but
have no bearing on the processes that gen-
erate the data. However, we contend that
the derivation of Tuerlinckx en De Boeck is
only valid when the 2PLM is used for items
with two response options. We extend their
work by presenting a formal extension of

69



the 2PLM and the diffusion model to allow
for more than two choices (MC2PLM).
The behavior of this simple multiple choice
diffusion model is consistent with Hick’s
law. Another limitation of Tuerlinckx en
De Boeck’s derivation is that it does handle
guessing by subjects for whom the item
is too difficult. This frequently occurs in
multiple choice high stake ability testing
as in exams. We propose a new restricted
2PLM that handles guessing in IRT. This
new model implies new interpretations of
the standard parameters of IRT models.

(136)
Aug 04, 14:20–14:40

Lecture Hall C
On the Relation Between Differ-
ent Stochastic Process Models for
Two-Alternative Forced Choice Data.
Gunter Maris, Cito. The general setup
we consider here involves two people run-
ning against each other in a competition.
The behaviour of the first person is de-
scribed by a stochastic process that indi-
cates the distance he has run after t time
units. Similarly, the behaviour of the sec-
ond person is described by a stochastic pro-
cess as well. We assume that persons gen-
erally run forward, and hence our stochas-
tic processes are non-decreasing with time.
As with any competition the purpose is
to name a winner. It is shown that dif-
ferent stochastic process models for two-
alternative forced choice data can be derived
by considering different ways to determine
when the competition ends, and whoever
has covered the largest distance at that mo-
ment is the winner. Formally, the competi-
tion ends when a criterion function reaches
a set value for the first time. The types of

models considered here relate to a competi-
tion that end when a) one runner has cov-
ered a set distance, b) one runner is a set
distance ahead of the other one, and c) two
runners running towards each other meet.
The first and second of these are shown
to correspond to race models and diffusion
models, respectively. After having derived
the different process models, their optimal-
ity is considered. It is found that each of the
three types to organize a running competi-
tion is optimal, in a different sense however.

(137)
Aug 04, 14:40–15:00

Lecture Hall C
Adaptive Performance in Two-
Alternative Decision Making.
Patrick Simen, Princeton Univer-
sity , David Contreras, University of
Granada, Philip Holmes, Jonathan
Cohen, Princeton University . Bogacz
et al. (2006) analyzed a reduced drift-
diffusion model of two-alternative decision
making to identify parameters (starting
point and decision threshold) that max-
imize reward rate. Results of a motion
discrimination experiment support quan-
titative optimal-performance predictions
made by this model for tasks with fixed
durations. Qualitatively, these are: 1) as
average response-stimulus interval (RSI)
decreases, speed-accuracy tradeoff (SAT)
shifts toward speed; 2) as one response
becomes more likely or more rewarded, an
RSI-dependent bias toward that response
develops; 3) for a given stimulus proba-
bility, fast-guessing exclusively in favor of
the biased response should occur at short,
but not long, RSIs. Constrained fits of
Ratcliff’s diffusion model (in which the
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reduced model is nested) imply that per-
formance was quantitatively optimal, while
unconstrained fits imply a suboptimal ac-
curacy emphasis. (Simulations suggest that
non-uniform contaminant RTs may account
for this discrepancy, suggesting general
advantages to constrained fitting.) Simen
et al. (2006) proposed a fast algorithm
to learn these optimal parameterizations
by accumulating reward feedback across
trials with exponentially weighted moving
averages. The distance between starting
point and each threshold is a decreasing
function of these averages, so that as
reward rate increases, thresholds decrease.
As predicted by this algorithm, RTs in the
motion task were both autocorrelated and
negatively correlated with estimated values
of the moving average at the time of each
response, and RT variance decreased as the
reward average increased. Thus, optimal
performance in some tasks appears both
computationally feasible and empirically

supported.

(138)
Aug 04, 15:00–15:20

Lecture Hall C
Cognitive Control and Reaction Time
Distributions. Eddy Davelaar, Uni-
versity of London. The conflict-monitoring
hypothesis of attentional control assumes
that conflict is monitored during one trial
and affects the attentional focus on the
subsequent trial. Recently, this hypothe-
sis has been challenged on the grounds of
data showing that the sequential dependen-
cies observed in studies using the Eriksen
flanker task may be in part due to stimu-
lus or response priming. I will present new
data regarding response time distributions

that falsifies some possible resolutions to the
debate (and produces new questions). The
critical analysis of the data involves the use
of delta-plots, which are piece-wise linear
functions of the interference effect against
the response speed. RT delta-plots typi-
cally show a less-than-linear profile, which
has been interpreted as reflecting the oper-
ations of a fast-acting, unconditional, au-
tomatic channel and a slow-acting, condi-
tional, controlled channel. Both the dual-
process model and the conflict-monitoring
hypothesis are global models in the sense
that the action of control is not directed to a
specific stimulus or response. Through sim-
ulations, I will illustrate the predictions of
these models and show how to extend them
to capture the sequential dependencies ob-
served in the experimental data. As the use
of delta-plots in accessing cognitive control
in clinical populations has increased over re-
cent years, implications for research and po-
tential reinterpretations of existing findings
will be addressed.

(139)
Aug 04, 15:40–16:00

Lecture Hall C
Logical-Rule Models of Classification
Response Times. Robert Nosofsky,
Indiana University , Mario Fific, Max
Planck Institute. We formalize and pro-
vide tests of a set of logical-rule models
for predicting perceptual classification re-
sponse times (RTs) and choice probabilities.
The models are developed by synthesiz-
ing mental-architecture, random-walk, and
decision-bound approaches. According to
the models, people make independent de-
cisions about the locations of stimuli along
a set of component dimensions. Those in-
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dependent decisions are then combined via
logical rules to determine the overall catego-
rization response. The time course of the in-
dependent decisions is modeled via random-
walk processes operating along individual
dimensions. Alternative mental architec-
tures are used as mechanisms for combining
the independent decisions to implement the
logical rules. We derive fundamental qual-
itative contrasts for distinguishing among
the predictions of the rule models and major
alternative models of classification RT. We
also use the models to predict detailed RT
distribution data associated with individual
stimuli in tasks of speeded perceptual clas-
sification.

(140)
Aug 04, 16:00–16:20

Lecture Hall C
Testing Response Time and Accu-
racy Predictions of a Large Class
of Parallel Models within OR and
AND Redundant Signals Paradigms.
Ami Eidels, University of Newcastle,
James Townsend, Indiana University .
This study investigates visual detection
of dot signals from two spatial locations
within a class of stochastic process models
that permits a unified treatment of both
accuracy and response times. With respect
to the accuracy measure, we point out
potential mimicries between parallel and
serial models, as well as between time-based
and completion-based models. The tests of
architecture (response times and accuracy),
decisional stopping rule, and capacity
(response times only) were strengthened by
using both an OR (disjunctive) task as well
as an AND (conjunctive) task. The results
of four experiments supported parallel

processing, generally with a decisional
stopping rule appropriate to the OR vs.
AND conditions. Capacity was generally
quite limited but with flashes of super
capacity in the AND case. Specific types
of integration models (coactive, weighted
integration) were falsified by both response
time and accuracy data.

(141)
Aug 04, 16:20–16:40

Lecture Hall C
Direct Measurement of Cognitive
Processing from Response Laten-
cies. Fermin Moscoso del Prado,
CNRS . Human response latencies are infor-
mative as to the amount of information that
is elicited by a certain task or experimental
condition. In a recent study has reported
that, independently of the task or condi-
tion, the distribution of human response la-
tencies in behavioral tasks has a common
baseline level which corresponds to the re-
sponses that one would expect to occur
merely by chance. This level is described
power-law with fixed a scaling parameter
value of exactly two (Moscoso del Prado,
2009a; 2009b). From this perspective, cog-
nitive processing corresponds to a process
of energy dissipation in the strict thermody-
namical sense: Presentation of stimuli dis-
turbs the cognitive system, increasing its
complexity, and cognitive processing consist
in returning to the critical state. In this
study, we demonstrate that the amount of
information processing involved in linguistic
processing has a one-to-one correspondence
with the amount of information conveyed by
the linguistic stimuli. For this we compare
the magnitude of the decrease of complex-
ity in the distribution of eye fixation dura-
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tions in reading, naming latencies and vi-
sual lexical decision reaction times to words
with different properties. The increase in
the (estimated) entropy of the distributions
is, in each case, predicted by the linguistic
informativity of the word measured in terms
of entropy (cf., Milin, NAME, Moscoso del
Prado, NAME, & Baayen, 2004). This find-
ings opens the possibility of directly quanti-
fying cognitive processing by plain observa-
tion of the distribution of responses, with-
out actual reference to the stimuli or tasks.
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Abstracts For Posters

(P1)
Aug 03, 18:00–19:30

Poster session
Strong Knowledge in Psychology and
Artificial Intelligence. Carlos Pelta,
Complutense University of Madrid . In this
contribution it is introduced a formal sys-
tem (Ks) expressing the notion of strong
knowledge. An agent has strong knowl-
edge of that expressed by the formula A
if and only if all the possible worlds in
which A is applicable for the agent, can be
finitely determined by the same. We find
applications in the Psychology of planning
and in AI (simple movement automatons).
For instance, in classical tasks of planning
like (TOL), the participants manage only a
small subset of possible states whilst solving
those puzzles. They are situations of closed
knowledge imposed by the restrictions of the
proper task. They can be analysed using
our formal system.

(P2)
Aug 03, 18:00–19:30

Poster session
AIC and BIC in Model Selection
and Inference from Psychological
Data. Caterina Primi, Silvia Galli,
Francesca Chiesi, University of Flo-
rence. Despite the widespread use of the
AIC and BIC in the model selection, they
are still rarely used with psychology data.
A recent paper (Wagenmakers, 2007) pre-

sented these methods as an alternative for
inference that could replace the p-value pro-
cedure. Although, both methods are model
selection methods that select the best model
comparing different ones, some differences
between them have been described (Burn-
ham, Kass & Raftery, 1995). In this work,
we presented different examples of model
selection with psychological data (in the
cases of Structural Equation Modeling and
Item Response Theory) to make a compari-
son between AIC and BIC. The comparison
was conducted also between AIC weights
and the BIC weights (or ‘Schwarz weights’)
transformations that measure the proba-
bility of each models. Merits and debts
are presented for each methods. Burnham,
K.P., & Anderson, D.R. (2002). Model se-
lection and multimodel inference: A prac-
tical information-theoretic approach. New
York: Springer-Verlag. Kass, R.E., &
Raftery, A.E. (1995). Bayes factors. Jour-
nal of the American Statistical Association,
90, 773–795. Wagenmakers, E.J. (2007). A
practical solution to the Pervasive Problems
of p-value. Psychonomic Bulletin & Review,
14, 779–804.

(P3)
Aug 03, 18:00–19:30

Poster session
Investigation of Independent Vari-
ables within Gestalt Displays via Haz-
ard Functions. Daniel Repperger,
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Air Force Research Laboratory , James
Townsend, Indiana University , Paul
Havig, Katheryn Farris, Air Force Re-
search Laboratory . Hazard functions can be
employed in visual search tasks with mul-
tidimensional displays to characterize re-
sponse time distributions and have a well
defined theoretical development. Their ad-
vantages include being ‘distribution free’
and producing higher sensitivity in statisti-
cal testing as compared to a typical proba-
bility density function. A further advantage
of this framework of analysis of experimen-
tal variables is in the optimization of per-
formance for visual search tasks when deal-
ing with displays that produce the situation
called ‘super capacity’. The term capacity
is borrowed from reliability theory which is
a dimensionless quantity representing effi-
ciency. Gestalt Displays produce this requi-
site ’pop out’ effect and when studied within
the framework of hazard functions for vi-
sual search tasks and will generate super
capacity. Certain signatures occur in the
survivor functions of the experimental vari-
ables that do not appear when super capac-
ity is not demonstrated. In this paper we
analyze the Gestalt Display situation and
the requisite signatures of the survivor func-
tions of the independent variables of inter-
est. Once the characteristics of this signa-
ture are identified, this allows more intelli-
gent selection of the independent variables a
priori that may be combined in the synthesis
of a display that would induce higher capac-
ity. Also, from the signatures of the exper-
imental variables obtained, possible archi-
tectures of sensory processing are discussed
for visual search tasks that may exhibit the
super capacity efficiency measures.

(P4)
Aug 03, 18:00–19:30

Poster session
Modelling Positive and Negative
Recency Effects with Dynamically
Changing Bias. Giorgio Gronchi,
University of Florence, Marco
Raglianti, Universita di Pisa. In this
work we employed the dynamically chang-
ing bias process proposed by Nickerson
(2002) to formalize the negative and pos-
itive recency effects. Nickerson’s model
is aimed at formalizing the negative re-
cency effect (gambler’s fallacy). Given a
sequence of binary events (X and O), the
probability of the events are determined
by the previous outcomes of the preceding
tosses. Specifically, letting pk(E) represents
the probability of the outcome E on the
kth toss, we have pk(E) = apk−1(E) with
0 < a < 1. In this study, positive recency
was formalized modifying this model in
order to make the probability of observing
an X (or O) higher if an X (or O) was
already observed, pk(X) = 1 − bpk−1(O)
with 0 < b < 1. Participants were asked
to predict the next element of twelve
8-elements binary sequences in two differ-
ent scenarios (Gronchi & Sloman, 2008).
One scenario was associated with negative
recency and the other with positive recency.
Four sequences were employed in order to
estimate the parameters of the models and
we tested the predictions on the others.
We obtained good results in terms of
predictions with a mean error of about 6%.
Results suggest how this kind of model
can be used in formalizing recency effects
where previous works had often employed
models that take into account only the last
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outcome.

(P5)
Aug 03, 18:00–19:30

Poster session
Improvement of Fisher Information
Approximation to Normalized Max-
imum Likelihood (NML). Hao Wu,
Ohio State University . The normalized
maximum likelihood (NML) is a well-
studied model selection criterion. As an
implementation of the minimum description
length principle, it minimizes the maximum
expected redundancy in code-length of a
predictive distribution. The numerical eval-
uation of NML involves an integral of maxi-
mum likelihood (ML) over all possible data
of a given sample size. Because of the di-
mension of the integration and the lack of
analytical form of the ML for most models,
it is hard to compute. Instead, a large sam-
ple approximation involving Fisher informa-
tion matrix is usually employed. Studies
have shown that this method, though suc-
cessful for large samples, may not give de-
sired accuracy when sample size is small or
moderate. In this work, I present my work
to improve the approximation by consider-
ing the effect of boundary of the parame-
ter space. Some examples with multinomial
processing tree (MPT) models will be given.
These examples show that the method is ef-
fective in improving the accuracy of approx-
imation in small samples.

(P6)
Aug 03, 18:00–19:30

Poster session
Preschoolers’ Performance on a
Causal Reasoning Task: The De-
velopment of Response Strategies.
Tessa van Schijndel , Kim Huijpen ,

Maartje Raijmakers, University of Am-
sterdam. How do young children respond
to cause-effect problems? Several studies
showed that preschoolers are capable of
causal reasoning (e.g. Gopnik, Sobel,
Schulz & Glymour, 2001). This conclusion
is generally based on the behavior of the
majority of children within an age group.
However, children show considerable vari-
ance in their responses to cause-effect
problems (e.g. Gopnik et al., 2001). This
variance can arise from a) children using
different strategies, b) children making
errors in applying a strategy. In the present
study, we investigated individual differ-
ences in 2- to 5-year-olds’ performance on
a causal reasoning task. For this purpose
we used a statistical technique, Latent
Class Analysis, which enables describing
children’s performance with models that
account for both sources of variance:
different strategies as well as errors. 78
Preschoolers participated in 4 successive
items of the blicket detector task (Gopnik &
Sobel, 2000). The items were selected from
the literature so that the response patterns
distinguished optimally between the ex-
pected strategies. By means of Latent Class
Analysis we distinguished three strategies:
causal reasoning, associative reasoning
(Sobel, Tenenbaum & Gopnik, 2004) and
a third strategy possibly resulting from
the design of the task: imitation of the
test leader. As the majority of 2-year-olds
used the associative strategy, while the
majority of 3-, 4- and 5-year-olds used the
causal strategy, it can be concluded that
strategy use is age related. These findings
show the importance of paying attention
to individual differences when investigating
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children’s causal reasoning skills.

(P7)
Aug 03, 18:00–19:30

Poster session
Absolute Identification: Testing A
Truism. Pennie Dodds, Chris Donkin,
Scott Brown, Andrew Heathcote,
University of Newcastle. In a typical abso-
lute identification task, the participant is
first presented with a series of unidimen-
sional stimuli, where each is given a unique
label. Usually this is a number from 1 to n.
In the test phase, one stimulus is presented
at a time and the participant is asked to
try and remember the label that was previ-
ously associated with it. Despite its seem-
ing simplicity, AI presents some complex is-
sues. For example, it was assumed for over
50 years that people cannot improve their
performance in these tasks, even when given
significant practice. Miller’s (1956) famous
review described this phenomenon, showing
that even when given a small number of
stimuli to learn, participants still failed to
improve their performance beyond 72 items.
This fundamental limit on human informa-
tion processing capacity has been widely ac-
cepted by the field. In a series of experi-
ments, however, we have shown that peo-
ple are not only capable of improving their
performance, but they are able to do so
considerably with only moderate practice.
Through a series of follow-up experiments,
we also investigated whether this learning
effect is apparent for different stimuli, and
how this process might be occurring. We
showed that stimulus modality, and to some
extent, set size, affect the rate of learning.

(P8)
Aug 03, 18:00–19:30

Poster session
No Rules, No exceptions: A Pro-
posal of an Adaptive Mixture of Ex-
perts Algorithm. Shin-ichi Asakawa,
Tokyo Woman’s Christian University . All
rules have, more or less, exceptions. If we
can automatically extract general rules from
a majority of examples, and if we find a
few exceptions from special cases, then we
would obtain a general inferential tool to
deal with complex phenomena. Here, we
propose an adaptive algorithm for dealing
with such situations. When the world can
be divided into several sub-spaces to which
we can apply general rules, and when there
are some singular points to where we must
apply exceptional rules, we would employ
a divide-and-conquer strategy. Jordan and
Jacobs (1994) proposed such kind of algo-
rithm, a mixture of experts. In their model,
the problem space was divided into sub-
spaces, and local experts were applied to
deal with such sub-problems to acquire the
total solutions. We could extend their algo-
rithm to deal with more specific cases. The
algorithm begins with a minimal network,
then automatically trains and adds new ex-
ceptions to deal with exceptions. If it is able
to find the exceptions, then we can deal with
these exceptions as small value of dispersion
parameter. This parameter approximates
to Dirac’s delta function as the limitation
to zero. We propose a gradient descent
algorithm to learn this situation. we ap-
plied this algorithm to pronouncing English
words, where there are general grapheme-to-
phoneme corresponding rules to pronounce
regular words, and there also are special
rules to pronounce exception words. The
proposed algorithm can be regarded as one
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of neural network implementations to the
Dual Route Cascaded model proposed by
Coltheart et al.(2001).

(P9)
Aug 03, 18:00–19:30

Poster session
Frequency Analysis Method for
General Brain Behavior Predic-
tion by Electrical Modeling of
Stimulus and Nervous-System.
Koralur Muniyappa Mahendra Gowda,
Airvana Networks India Pvt Ltd . The mo-
tive behind the work is that individual
differences have less significance in many
practically important scenarios. Most
individuals respond in similar manner to
same stimulus if internal and external
conditions are kept same.

Method and Model: Frequency anal-
ysis method treats stimulus as generator of
electrical signal comprising of various com-
plex frequencies (called as stimulus spec-
trum) having different amplitude and phase
for each frequency; entire Nervous Subsys-
tem (Ex: visual system) as frequency filter
(called as Nervous Subsystem Filter NSF)
which manipulates the amplitude and phase
of stimulus spectrum. We have modeled
NSF as Second order filter by explaining
its suitability, since it is best fit model to
mimic Nervous Subsystem. Now multiply
the stimulus spectrum by the frequency re-
sponse of NSF to obtain Nervous Subsys-
tem Response (NSR) which is nothing but
the brain behavior that may be applied to
target organs or environment in general.

(P10)
Aug 03, 18:00–19:30

Poster session
An Analytical and Mechanical Statis-

tical approach to Perception & Psy-
chophysics. Stefano Noventa, Giulio
Vidotto, University of Padua. People ex-
pectations and believes are generally based
on subjective models of the world. This
is especially true in naive physics where,
almost everyone, possesses a model of a
falling weight, of the motion of a pendu-
lum or of two crashing objects. The math-
ematical tools of Analytical Mechanics al-
low to describe exactly, by means of La-
grangian or Hamiltonian equations, the be-
havior of a physical system. Statistical Me-
chanics, instead, combines Probability The-
ory and Analytical Mechanics, allowing to
describe complex systems in terms of ther-
modynamic properties like entropy and en-
ergy. An application of those two frame-
works to the fields of Perception and Psy-
chophysics is suggested, analyzing the pos-
sibility of building, at least locally, La-
grangian and Hamiltonian equations that
models the representation of a phenomenon.
Hence, psychophysical law becomes the so-
lution of an Eulero-Lagrange’s equation and
the Hamiltonian can be used to build the
statistical mechanics of the system: i.e free
energy and entropy.

(P11)
Aug 03, 18:00–19:30

Poster session
Contrasting Computational
Models of Preference Rever-
sal in Multi-Attribute Choice.
Konstantinos Tsetsos, University
College London, Marius Usher, Tel-Aviv
University , Nick Chater, University Col-
lege London. A central puzzle for theories of
choice is that people’s preferences between
options can be reversed by the presence
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of ‘decoy’ options that are not chosen.
Three types of decoy effects reported in
the literature, the attraction, compromise
and similarity effects have been explained
by a number of theories. Yet a major
theoretical challenge is to capture all three
effects simultaneously. We review the
number of mechanisms that have been
proposed to account for decoy effects and
analyze in detail two dynamic- neurocom-
putational models, Decision Field Theory
(Roe, Busemeyer & Townsend, 2001) and
Leaky Competing Accumulators (Usher &
McClelland, 2004), that aim to combine
several such mechanisms into an integrated
account. Simulations show that, while
DFT can capture all three decoy effects
simultaneously, it does so for a limited set
of parameters. We argue that the LCA
framework provides a more robust account
and suggests also that common mechanisms
may be involved in both high-level decision
making and perceptual choice, for which
LCA was originally developed.

(P12)
Aug 03, 18:00–19:30

Poster session
A Poisson Race Model Analysis of the
Implicit Association Test. Michelan-
gelo Vianello, Luca Stefanutti,
Pasquale Anselmi, Egidio Robusto,
University of Padua. The Implicit Associ-
ation Test (IAT) is a computerized two-
choice discrimination task in which stimuli
have to be categorized as belonging to tar-
get concepts (e.g., ‘flowers’ and ‘insects’) or
attribute concepts (e.g. ‘positive’ and ‘nega-
tive’) by pressing, as quickly and accurately
as possible, one of two response keys. In
test blocks, target and attribute concepts

are mapped onto the same response keys
in different combinations. A Poisson race
model analysis of the IAT is presented. Four
parallel and independent Poisson processes,
each of which concerns a specific concept,
have been considered. Each response is as-
sociated with two processes. Information re-
lated to specific characteristics of the stimu-
lus that has been displayed accumulates on
the counter of each process. Model parame-
ters are the rates of incoming information to
the counters, and the thresholds of the coun-
ters. The process that reaches its thresh-
old first wins and determines the response.
Both latency and accuracy of the responses
are taken into account. Latencies are deter-
mined by the time at which a process wins.
The accuracy depends on the winning pro-
cess, the category of the displayed stimulus,
and the test block. The model parameters
separate automatic and controlled processes
involved in the IAT effect. Results of an
empirical application are presented and dis-
cussed. Comparisons with other models for
the analysis of the IAT are presented as well.

(P13)
Aug 03, 18:00–19:30

Poster session
Judgements of Relative Order: Bridg-
ing Findings from Subspan to Supras-
pan Lists. Yang Liu, Michelle Chan,
Jeremy Caplan, University of Alberta.
Judging the relative order of materials is
a core function of human memory. In
short, subspan consonant lists with imme-
diate judgments of relative recency (JOR),
instruction wording (“which item was pre-
sented earlier?” versus “which item was pre-
sented later?”) could flip around memory
search direction (Chan et al., SMP 2008).
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We wondered whether instruction wording
could have an analogous influence on the
JOR judgement in supraspan lists. How-
ever, supraspan lists typically show a very
different behavioural pattern - distance ef-
fects (e.g., Yntema & Trask, 1963). Our
participants performed JOR judgements on
“short” (LL=8) supraspan noun lists. We
evaluate whether it is possible to recon-
cile the subspan and supraspan data by as-
suming that the judgement in both sub-
and supra-span regimes are influenced by
the same factors, positional discriminability
and attentional bias across serial positions,
and that speed-accuracy tradeoffs combined
with ceiling in subspan lists account for
the observed qualitative differences in be-
haviour.

(P14)
Aug 03, 18:00–19:30

Poster session
Influence of Single-Item Properties on
Cued Recall in Distributed Memory
Models. Christopher Madan, Jeremy
Caplan, University of Alberta. Madan,
Glaholt, & Caplan (in prep) demonstrated
that properties of items (word frequency
and imageability) can modulate cued re-
call performance by acting purely on the
effectiveness of the probe item or the re-
trievability of the target item (item-level ef-
fects) or by affecting learning and access
to the association based on the composi-
tion of the pair (relational effects). Evi-
dence for these alternative mechanisms was
based on the pattern of memory accuracy
in a paired-associates procedure with the
following design, based on manipulating an
item property between HIGH and LOW
levels for constituent pairs. Each studied

pair could be pure (HIGH-HIGH or LOW-
LOW) or mixed (HIGH-LOW or LOW-
HIGH) and was tested either in the for-
ward (A ←) or backward (→ B) direction.
With a simple probabilistic model we could
disentangle item-property enhancement of
item-level versus relation-dependent mem-
ory processes. Here we characterize the
range of possible loci of item-property influ-
ence within distributed memory models in
terms of whether they will produce probe-
dependent, target-dependent, and relation-
dependent effects, respectively. This rep-
resents an interpretational framework for a
range of effects that have already been re-
ported as well as predicting as-yet unob-
served patterns.

(P15)
Aug 03, 18:00–19:30

Poster session
Why Don’t Psychology Students Like
Statistics? Carlo Chiorri, Univer-
sity of Genoa, Silvia Galli, Francesca
Chiesi, University of Florence, Sara Pi-
attino, University of Genoa, Caterina
Primi, University of Florence. Psychology
students experience difficulties when deal-
ing with introductory statistics and data
analysis courses. They usually report neg-
ative attitudes, worry and anxiety toward
the subject, this having a negative effect
on achievement and eventually leading to
early drop-out. This research investigated
the association of achievement in Psycho-
metrics courses with a number of poten-
tial predictors. In Study 1, a measure of
statistics anxiety, the Statistical Anxiety
Rating Scale, and a self-report measure of
cognitive style, the Object-Spatial-Verbal
Imagery Questionnaire, were administered
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to 268 first-year psychology students. Re-
sults showed that participants reported a
high anxiety toward the exam (with fe-
males being more anxious than males) and
a cognitive style characterized by an holis-
tic encoding and processing of information,
as a single perceptual unit. Lower anxi-
ety scores and analytic (part-by-part) pro-
cessing of information were associated with
higher achievement scores. In Study 2,
a measure of math ability (Prerequisiti di
Matematica per la Psicometria) and a mea-
sure of math self-efficacy, the Mathematics
Problems Scale-Revised, together with mea-
sures of attitude, learning style and anx-
iety, were administered to 313 first-year
students. Higher math ability and higher
math self-efficacy were found to be related
to higher achievement scores; both abil-
ity and self-efficacy were related with atti-
tude and learning style, but self-efficacy was
also negatively associated with anxiety. Re-
sults suggest that statistics teaching meth-
ods in psychology courses should take into
account that the prevailing cognitive style
of students may be inconsistent with that
required by statistics, and that math self-
efficacy also plays a fundamental role, inde-
pendent of math ability.

(P16)
Aug 03, 18:00–19:30

Poster session
Modeling Choice-Similarity Ef-
fects in Episodic Recognition.
Beatrice Bora, Emily Freeman,
Andrew Heathcote, University of
Newcastle. We used a quantitative model
based approach to investigate the processes
underlying recognition memory for faces in
paradigms developed by Tulving (1981; the

choice-similarity paradigm) and Tulving
(1985; the remember-know paradigm). To
do so, we extended two existing explana-
tions of the confidence-accuracy inversion
that is produced by a manipulation of
choice-similarity. First, we enabled Clark’s
(1997) quantitative single-process model to
address remember-know data by adding a
variable recollection criterion. Second, we
implemented aspects of Dobbins, Kroll and
Liu’s (1998) verbally specified dual-process
explanation by incorporating quantitative
assumptions from two other dual-process
models (Yonelinas, 1994; Wixted, 2007).
Both models provided an accurate account
of all aspects of accuracy and confidence
for both remember and know judgements,
both for an experiment using faces reported
here, and for data from Dobbins et al.’s
experiment using natural scene stimuli.
The single process model provided the most
parsimonious account in both cases.

(P17)
Aug 03, 18:00–19:30

Poster session
Concept Associations: A Com-
plex Networks’ Perspective.
Arun Rajkumar, Suresh Venkata-
subramaniyan, Veni Madhavan Con-
jeevaram Ekambaram, Indian Institute
of Science. We study the properties of con-
cept associations from a complex networks
perspective. We compute various network
properties of human-concept associations
(generated from standard databases) and
are able to arrive at rational explanations
for their distributions. First we observe
that concepts with high degrees are the
same irrespective of the database con-
sidered. Top degree nodes are always
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associated with entities that are salient for
life (food, money, love etc.). More impor-
tantly, concept associations are significantly
disassortative with respect to fundamental
network parameters like degree, between-
ness and page-rank. This is also observed
as low clustering-coefficients not mixing.
These imply that salient concepts do not
have direct interactions. This is a property
observed in Protein-Interaction-Networks
(PIN) and is understood in the context
of the cell’s robustness to cascading fail-
ures. We conjecture that disassortativity
endows concept associations with similar
indispensable benefits: clarity of thoughts
and ability to dwell on one concept without
getting lost. Extending this, we hypoth-
esize that psychological conditions like
thought-disorders and fetishes result from
assortative mixing of concept associa-
tions. Understanding the dynamics of
PIN through its network properties has
given raise to models for its evolution and
methods for predicting missing interac-
tions. Likewise there is scope for building
models for concept associations utilizing its
similarities with PIN topology for better
understanding for evolution of concepts
and languages in general. In addition,
Concept Association Networks (CANs) can
serve as mathematical tools to model the
human working memory (WM) and thereby
explain empirical evidence obtained from
various psychology experiments.

(P18)
Aug 03, 18:00–19:30

Poster session
Identification and Categorization of
Faces in Congenital Prosopagnosia:
Curse and Blessing of Dimensionality.

Rainer Stollhoff, Juergen Jost, Max
Planck Institute. Congenital prosopagnosia
(CP) refers to a lifelong deficit in the iden-
tification of faces that is present from birth.
Although the deficit in identification can be
severe, categorization of faces e.g. gender is
mostly spared. CP can thus serve as a prime
example and benchmark for models of task
dependent differences in cortical processing
of visual information. Whereas most models
of Perceptual Categorization theory share
the assumption of a multidimensional object
space, differences abound w.r.t. the repre-
sentation of object categories, e.g. decision-
boundaries or exemplar-based. We propose
to focus on properties of the object space
itself and introduce an abstract framework
to analyse requirements on the dimension
of the object space posed by categorization
and identification. For any given assign-
ment of objects to categories the dimensions
of the object space can and should be se-
lected to include only properties in which
the categories differ. This category-specific
reduction of the dimensionality is necessary
for estimation and generalization (“curse of
dimensionality”). The focus of identifica-
tion is the separation of an individual from
its population. As most individuals will
be typical samples of the population, there
are no universal identity-specific properties.
However, we show that a high dimension-
ality can be sufficient to achieve separa-
tion of individuals from the population: A
“blessing of dimensionality”. Based on this
abstract formulation of differences between
categorization and identification we moti-
vate a novel viewpoint on “holistic” process-
ing in face recognition and derive a compu-
tational model relating the deficits in CP to
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sparse network connectivity.

(P19)
Aug 03, 18:00–19:30

Poster session
Adaptive Design Optimization for De-
velopmental Psychology Experiments.
Yun Tang, Daniel Cavagnaro, Jay
Myung, Ohio State University . We ex-
plore a Bayesian approach for adaptively
optimizing experimental designs to discrim-
inate mathematical models in psychology.
Specifically, we apply Adaptive Design Op-
timization (ADO) on a numerical estima-
tion problem in the field of developmental
psychology. Several researchers (e.g. De-
haene et al., 1998, Siegler & Opfer, 2003)
claim that the abstract representation of
numbers takes a logarithmic form, whereas
other claim that the numerical estimation
becomes linear as children grow up, or as a
result of learning (Opfer & Siegler, 2007).
This leads to the problem of discriminat-
ing between the two models. Typical ex-
periments designed to elicit such numerical
representations use a Number-to-Position
Task, in which children are shown a num-
ber between 0-1000 and are asked to esti-
mate its position on a line. Hence, choos-
ing appropriate numbers to show (i.e. de-
signs) in order to quickly and reliably dis-
criminate linear and log models could be
seen as a design optimization problem. In
the current study, we approach the afore-
mentioned problem through simulated ex-
periments. The simulations show that using
ADO to find the optimal set of numbers to
show in each trial, the experimenter could
correctly locate the data-generating model
and recover the parameter estimates in the
fewest trials possible. Results from sensitiv-

ity analysis indicate that the performance of
ADO is consistent under different priors.

(P20)
Aug 03, 18:00–19:30

Poster session
An Experimental Investigation of the
Role of Best and Worst Elements in
Choice under Complete Uncertainty.
Amélie Vrijdags, University of Ghent . A
decision under complete uncertainty’ or ‘ig-
norance’ is one where the decision maker
knows the set of possible outcomes for each
decision, but cannot assign probabilities to
those outcomes. This way, the problem of
ranking decisions is reduced to a problem
of ranking sets of outcomes. Most rankings
that have emerged in the literature in this
domain are based on best and worst out-
comes. They depart from a theorem which
asserts that every set A is indifferent to the
set consisting of the best and the worst el-
ement in A. This theorem can be deduced
from various combinations of plausible and
appealing behavioral axioms. In the cur-
rent study, we aimed to verify the descrip-
tive validity of the theorem by testing its
characterizing axioms in a pairwise compar-
ison experiment. We also tested two axioms
characterizing the Uniform Expected Util-
ity (UEU) criterion (Gravel, Marchant, &
Sen, 2007), a model according to which deci-
sions are ranked on the basis of the expected
utility of their outcomes, under the assump-
tion that the decision maker assigns to ev-
ery outcome of a decision an equal proba-
bility of occurrence. A substantial number
of violations was observed for three axioms,
which are essential for the above mentioned
theorem to hold. Neither of both axioms
characterizing UEU could be convincingly
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refuted. The results suggest that in a sit-
uation of complete uncertainty, a decision
maker does not merely look at the best and
the worst outcomes of each decision. As
a consequence, the central role of best and
worst outcomes in designing set-based rank-
ings seems unjustified.

Gravel, N., Marchant, T., & Sen, A.
(2007, July). Ranking completely uncer-
tain decisions by the uniform expected
utility criterion (IDEP Working Papers
No. 0705). Institut d’economie publique
(IDEP), Marseille, France. Available from
http://ideas.repec.org/p/iep/wpidep/0705.html

(P21)
Aug 03, 18:00–19:30

Poster session
Integrating Episodic and Semantic
Information in Memory for Natural
Scenes. Pernille Hemmer, Mark
Steyvers, University of California,
Irvine. Recall of objects in natural scenes
can be influenced not only by episodic
but also by semantic memory. To model
the statistical regularities that might be
encoded in semantic memory, we applied a
topic model to a large database of labeled
images. We then incorporated the learned
topics in a dual-route topic model for recall
that explains how and why episodic memo-
ries are combined with semantic memories.
The dual-route model was applied to an
empirical study in which people recall
objects from scenes under varying amounts
of study time. The dual route model
explains how the trade-off between episodic
and semantic memory is affected by study
time, output position, and also congruity
of the object with the scene context.

(P22)

Aug 03, 18:00–19:30
Poster session

The Neural Representation of Con-
text and its Role in Free Recall.
Jeremy Manning, University of Pennsyl-
vania, Sean Polyn, Vanderbilt University ,
Michael Kahana, University of Pennsyl-
vania. Models of the encoding and recall of
episodic (i.e., contextually-mediated) mem-
ories often posit the existence of a cogni-
tive representation of the context in which
events are experienced. Polyn & Kahana
(2008) suggest that context can be thought
of as a neural representation which inte-
grates incoming information with a long
time scale, such that context uniquely de-
fines the spatiotemporal surroundings of
each event. Manns et al. (2007) found
a pattern of results consistent with the
predictions of context-based models, where
changes in patterns of neural activity in
the rodent hippocampus predicted behav-
ior in a temporal judgment task on a se-
ries of odor presentations. Here we take an
analogous approach by recording intracra-
nially from human neurosurgical patients
who perform a variant of an episodic mem-
ory task, free recall, in which participants
are asked to study lists of words and later re-
call them in any order they wish. We probe
the neural recordings for patterns consistent
with a representation of context. By using
context-based models (e.g. Howard & Ka-
hana, 2002) to interpret changes in the con-
text representation, we will be able to gain
a deeper understanding of the neural mech-
anisms underlying the encoding and recall
of episodic memories.

(P23)
Aug 03, 18:00–19:30
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Poster session
Modeling Frequency and Context
Effects in Statistical Word Learn-
ing. George Kachergis, Chen Yu,
Richard Shiffrin, Indiana University .
Previous work has shown that humans often
learn an impressive number of word-referent
pairings solely from their co-occurrences
across short sequences of individually am-
biguous trials. The difficulty of learning
a given stimulus pairing is a function of,
among other factors, the frequency of that
pairing during training and the number of
times that pairing appeared with (and could
thus be confused with) particular other pair-
ings (i.e., contextual diversity). Our re-
cent empirical work, which varied stimulus
frequency and contextual diversity, found
main effects of both factors, as well as in-
teresting interactions. For example, high
frequency pairings that co-occurred often
with low frequency pairings increased learn-
ing of the low frequency pairs. To account
for these results, several associative learning
and decision-making mechanisms are com-
pared in a number of simple computational
models.

(P24)
Aug 03, 18:00–19:30

Poster session
The Role of Information Ecology in
Judgment: A Computational Account
of Expertise Bias. Gregory Cox,
University of Maryland / Indiana Univer-
sity , Michael Dougherty, University of
Maryland . Experts in many specialized do-
mains are known to make judgments that
are biased toward coming from their area
of expertise. We investigate this ‘expertise
bias’ within the HyGene model [Thomas,

R.P., Dougherty, M.R., Sprenger, A.M., &
Harbison, J.I. (2008) Diagnostic hypothesis
generation and human judgment. Psycho-
logical Review, 115 (1), 155-185.], taking
medical diagnostic data from Hashem, Chi
& Friedman [2003. Medical errors as a re-
sult of specialization. Journal of Biomed-
ical Informatics, 36, 61-69] as a concrete
example. We model diagnoses of partially-
representative symptom sets when the di-
agnostician must diagnose from a set of
diseases comprised of multiple clusters-the
“information ecology”. Diagnosticians may
specialize in one cluster or be “general-
ists”. Expertise bias is modeled within
HyGene by different amounts of experi-
ence of each cluster and the interaction of
this experience with retrieval dynamics and
hypothesis-guided information search. Hy-
Gene is able to reproduce the patterns of
bias reported in Hashem, et al. (2003).
The standard HyGene model’s predictions
are contrasted with those of both a sim-
ple application of Bayes’ theorem and an
“ideal observer” version of HyGene. While
the predictions of the standard and “ideal”
versions of HyGene contrast primarily quan-
titatively (the ideal version has better per-
formance in all cases), both HyGene ver-
sions contrast qualitatively with Bayes’ the-
orem, which is over-sensitive to differences
in the amount of experience of each cluster
(equivalent to prior probability). HyGene
provides an account of expertise bias purely
in terms of memory processes and contents.
The present work suggests further avenues
of research to determine the effects of dif-
ferent amounts and types of training, differ-
ent information search strategies, and more
complex information ecologies.
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(P25)
Aug 03, 18:00–19:30

Poster session
Algebraic Models for Measuring
Knowledge Creation in Organiza-
tional Contexts. Kian Abolfazlian,
Kian Abolfazlian Inc. We develop an
Algebraic model for conversion of sets
of organizational mediators (such as
Implicit/Explicit Rules, Beliefs, Roles,
Instruments) as well as processes to
Measurable Spaces. This will be used
to quantify the organizational context
in the form of an inner-product metric
space. Using a pseudo-norm (reminiscent
of Minkowski norm), we define an organiza-
tional space, which readily can be used to
measure organizational processes, such as
Team-synergies and Knowledge Creation.
The model can be normalized in order to
make it possible to compare both intra
and inter organizational settings. The
work can be used to bridge the Qualitative
research models and their findings within
psychology and the organizational sciences
to Quantitative models.

(P26)
Aug 03, 18:00–19:30

Poster session
A Neurocomputational Model
of Response Inhibition in the
Frontal Cortex and Basal Ganglia.
Thomas Wiecki, Michael Frank,
Brown University . Inhibitory control is
a key element in executive functioning
which can be measured by tasks like the
antisaccade task (AST) and the stop
signal task (SST). Converging evidence
implicates frontal-basal ganglia circuits
as key players in response inhibition and

cognitive control. Abstract, theoretical
models of these tasks currently do not take
the underlying neuronal mechanisms into
account and are limited in their ability to
account for a broader range of behaviors
in different scenarios. To address these
issues, we extended the mechanistic model
of the basal ganglia (BG) by Frank (2006)
to provide an account of the AST and SST.
At the system level, the model comprises
of an input layer that projects to two
routes that modulate the selection of motor
commands in the presupplementary motor
area (preSMA): a prepotent BG-based
mechanism selecting habitualized actions
which learns via dopaminergic reinforce-
ment mechanisms, and a prefrontal-based
mechanism modulating the preSMA ac-
cording the task rules. A cricital part in
this interplay between these two routes are
the subthalamic nucleus (STN) and right
inferior frontal gyrus (rIFG), areas involved
in response inhibition as shown by various
studies. Our model captures many of the
behaviors observed in studies of inhibitory
control. Graded rIFG or STN lesions
produce deficits in inhibitory control in the
SST. The network also exhibits sequential
effects, responding slower in trials following
a stop signal trial (modeled by a working-
memory-like hysteresis current in the rIFG)
or following errors to inhibit (modeled by
increased ‘conflict’-related activity in the
preSMA).

(P27)
Aug 03, 18:00–19:30

Poster session
Mutual Constraint in Learning of
Word Reference and Word Order.
Luke Maurits, Amy Perfors , Daniel
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Navarro, University of Adelaide. We use
computational models based on Bayesian
inference to explore two related sub-
problems in language acquisition. The first
sub-problem is cross-situational word learn-
ing. Learning mappings from words to
objects or actions is unintuitively difficult.
Much of the difficulty arises from the am-
biguity – for example, in many situations,
perceived words may each refer to any one
of a potentially large number of salient ob-
jects, or any component or property of those
objects. Previous research has used compu-
tational modelling to demonstrate strategies
by which infants may effectively overcome
these ambiguities, such as by learning and
exploiting social cues such as pointing, gaz-
ing and prosody. The second sub-problem is
word order learning. Many languages pos-
sess a fixed word order for certain kinds of
sentences, e.g. the English active voice uses
a “ubject Verb Object” word order. Ex-
perimental evidence suggests that children
are able to interpret the importance of word
meaning from a very early age, which raises
the question of how they learn it. We inves-
tigate the extent to which these two prob-
lems are easier to solve if they are considered
as one joint acquisition problem rather than
two separate ones - partial knowledge about
one problem may provide some knowledge
about the other, and vice versa, so that
semantic and syntactic learning mutually
constrain one another to facilitate quicker
learning. Our models are designed to al-
low an easy extension toward incorporating
extra-linguistic, relational knowledge about
the physical world into the language acqui-
sition process, providing further constraint.

(P28)

Aug 03, 18:00–19:30
Poster session

A Latent Semantic Analysis of
“Reversible” Chinese Words.
Yuhtsuen Tzeng, National Chung
Cheng University , Minglei Chen, Na-
tional Central University . Latent semantic
analysis (LSA) has become a new approach
of meaning representation by applying
Singular Value Decomposition (SVD)
to extract underlying semantic relations
among words that occur in related contexts
regardless their order. It has been success-
ful in accounting many psycholinguistic
phenomena across several “Indo-European”
languages yet remains to be tested in more
distant languages such as Chinese. Most
Chinese words have two-character and
one of particular types can be termed as
‘reversible’ in which the physical order of its
constituent characters is inter-changeable
and remains meaningful legal words. For
example, ‘lien dai’ means ‘necktie’ but
its reversible counterpart ‘dai lien’ means
‘to lead’. We explore whether Chinese
LSA systems can compute the semantic
relations between ‘reversible word’ and
its constituent characters. Two semantic
spaces were created within a Chinese LSA
system: character-base and word-base
spaces respectively. A comprehensive list
of 750 reversible Chinese word pairs were
extracted from a large corpus and semantic
relations (cosine values) between two con-
stituent characters and their corresponding
reversible word pair were computed for
both character and word-base semantic
space respectively. Patterns of cosine
values between constituent characters and
each of reversible word pair were identical
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for character base LSA, indicating been
unable to distinguish the possible meaning
differences between each reversible word
pair due to the ignorance of character
order. In contrast, such semantic relations
are distinguishable for word base LSA.
It appears that, with the proper unit of
analysis, the power of SVD is applicable to
Chinese language.

(P29)
Aug 03, 18:00–19:30

Poster session
Cognitive Modeling Repository.
Jay Myung, Mark Pitt, Ohio State
University . Quantitative modeling has
contributed substantially to the advance-
ment of the cognitive sciences. Papers
introducing and testing cognitive models
regularly appear in the top journals. For
instance, during the 2006-2007 period, Psy-
chological Review published a total of 70
regular articles, of which 45 were cognitive
modeling papers (64.5%). The growth and
success of cognitive modeling demonstrate
why modeling itself should be a primary
quantitative method in the researcher’s
toolbox. Yet this method of scientific
investigation remains under-utilized by
the research community at large because
of the hassles in obtaining data sets to
model and the difficulties in implementing
models. The goal of this project is to assist
scientists in their cognitive modeling efforts
by creating an online repository containing
data sets that can be modeled and the
cognitive models themselves. The current
state of the project and future plans will be
presented. Funded by Air Force Office of
Scientific Research.

(P30)

Aug 03, 18:00–19:30
Poster session

Modeling the IAT. Pablo Gomez,
Christine Reyna, Christopher Cox,
DePaul University . In this presentation we
discuss recent progress on modeling the IAT
(Implicit Association / Attitude Task) with
an accumulator/diffusion model. The IAT
is an ubiquitous task in Social Psychol-
ogy. Based on IAT results, researchers of-
ten make claims about participants’ implicit
attitudes towards a particular concept (arts
vs. sciences) or group of people (European
vs African descent). The IAT scores are
computed by comparing latency data from a
series of two-choice tasks, which is the type
of tasks that diffusion models have been
very successful in accounting for the last 20
years. Here, we present data from IAT ex-
periments in which we manipulated some
of the well known variables in the diffu-
sion modeling literature (speed/accuracy in-
structions, payoffs, discriminability, go/no-
go vs 2-choice). This manipulations were
performed to better constrain the model in
order to obtain more reliable parameter es-
timates. Our findings indicate that IAT re-
sults emerge from many different decisional
mechanisms, and that the fits of the diffu-
sion model allow us to identify groups of
subjects that produce IAT effects for very
different reasons.

(P31)
Aug 03, 18:00–19:30

Poster session
Comparing Saccade Sequences.
Sebastiaan Mathot, Free University
of Amsterdam, Filipe Cristino, Iain
Gilchrist, University of Bristol , Jan
Theeuwes, Free University of Amster-
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dam. Performing a quantitative comparison
of two saccade sequences poses a con-
siderable challenge for eye movement
researchers. Not only are there many
dimensions which should be taken into
account, there is also no clear definition of
what constitutes similarity. E.g., in some
situations two saccade sequences may be
considered similar if the same stimuli are
fixated, regardless of fixation order. In
contrast, a different situation may dictate a
measure of similarity in which fixation order
is crucial. The aim of the current project
is to develop an algorithm which provides
a measure of the similarity between two
saccade sequences. The algorithm is generic
and may therefore be readily applied to a
wide range of research problems. However,
there is enough flexibility to allow for
users to define a task-specific measure of
similarity. In the algorithm, each fixation
is identified by an arbitrary number of
values. Commonly, location (x, y) and
time are among these values, but more
exotic measures (say, the distance to the
initial fixation point) may be included as
needed. Conceptually, a saccade sequence
is therefore represented by a set of points
in a multidimensional space. Points in
one sequence are mapped onto points in
the other sequence. This mapping is such
that the sum of the distance between all
mapped points (which is also used as the
measure of similarity) is minimal. By
applying the algorithm to experimental
data, we show that the algorithm provides
a sensible measure of the similarity between
two saccade sequences.

(P32)
Aug 03, 18:00–19:30

Poster session
On Null Categories in Constructed
Response Scoring: A View from a
Latent Class Signal Detection Model.
Yoon Soo Park, Lawrence DeCarlo,
Columbia University . This study examines
the effects of null categories in constructed
response (CR) scoring and offers strategies
to overcome problems that they raise. A
null category occurs when a rater does not
use a response category given in the scoring
rubric (Wilson & Masters, 1993). Null cate-
gories occur quite often in large scale assess-
ments, yet to date there has been very little
research on this topic. Furthermore, most
IRT software automatically downcodes re-
sponses (e.g., responses of 2 to 6 are re-
coded as 1 to 5) and so researchers may
not be aware of problems raised by null cat-
egories. The present study examines the
effects of null categories in the context of
latent class signal detection theory (SDT)
(DeCarlo, 2002, 2005), which has previously
been shown to be a useful model for ana-
lyzing and scoring CR items. In the SDT
approach, null categories can be produced
by setting the raters’ response criteria to
low or high values, and/or by using small
sample sizes. Simulations are used to ex-
amine different strategies for dealing with
null categories. The strategies are evalu-
ated by examining the effects of null cat-
egories on classification accuracy. Analyses
of real world data are used to obtain infor-
mation about the prevalence and patterns
of null categories that appear in practice.
Approaches to dealing with null categories
are examined. For example, one approach
is to augment the data by including cases
to eliminate the null categories.
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(P33)
Aug 03, 18:00–19:30

Poster session
The Stop Signal Paradigm and the
Diffusion Model. Annika Boldt, Flo-
rian Schmiedek, Humboldt-University
Berlin. The stop signal paradigm is a com-
monly used approach to investigate re-
sponse inhibition. It consists of a choice
task that is – on some proportion of tri-
als – followed by a signal that tells peo-
ple to withhold their reaction. Race mod-
els are used to estimate the amount of time
needed for the stopping process. The Rat-
cliff diffusion model is another influential
model in cognitive psychology, it is used to
describe the distribution of reaction times
in two-choice tasks. Here we seek to com-
bine both models and to locate the inhibi-
tion process within the decision process de-
scribed from a diffusion model perspective.
A parity-judgement task was conducted by
16 young (18 – 25 years) and 16 old (70
– 81 years) participants. Number stimuli
were presented and then masked. The on-
set of the mask was experimentaly manipu-
lated randomly on each trial. The mask also
turned red in some trials, indicating that
people ought to stop their reactions. We
show that inhibition could take place after
the drift process of the diffusion model was
completed. Moreover we will investigate age
differences in the diffusion and stopping pro-
cesses.

(P34)
Aug 03, 18:00–19:30

Poster session
Bayesian Inference for Rating Based
Receiver Operating Characteristics.
Ingo Fründ, Berlin Institute of Technol-

ogy . Signal detection theory provides a sim-
ple yet flexible way to describe decision
making in psychological tasks. A common
way to describe the decision process is by
means of a receiver operating characteristic
(ROC). These ROCs can be derived from
confidence ratings: on every trial, the deci-
sion maker rates his or her confidence about
the presence of the signal on a scale with
n levels. The cumulative distributions for
these rating responses given signal or noise
stimuli define an empirical ROC curve. The
decision process that leads to these confi-
dence ratings can be modeled as follows: on
every trial, the decision maker compares the
stimulus’ strength to a set of n− 1 ordered
criteria. The confidence rating of the de-
cision maker is the number of criteria that
are exceeded by the stimulus. An exten-
sion of this model assumes that the decision
maker misses some signals and performs on
the noise distribution in these trials. For
this extended model, numerical maximiza-
tion of the likelihood can become very un-
stable and confidence limits for parameters
of ROCs can be difficult to obtain. We used
Markov Chain Monte Carlo to draw sam-
ples from the posterior distribution of de-
cision parameters given the data. Param-
eters of the decision process could be re-
covered with reasonable accuracy, even for
moderately large data sets. In conclusion,
Bayesian inference can estimate signal de-
tection models that are difficult to assess
using traditional statistics. A Python ex-
tension to perform the required calculations
is available.

(P35)
Aug 03, 18:00–19:30

Poster session
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Average Mutual Information:
Algorithms and Applications.
Robin Thomas, Adam Strang,
Nathan Moses, Miami University .
Average mutual information (AMI) mea-
sures the degree to which two series of
data are statistically independent. It
generalizes the notion of cross-correlation
to signals of nonlinear origin. One ap-
plication of this quantity is to determine
an appropriate time-delay to use for a
state-space reconstruction of a nonlinear
time series, an important concept in the
analysis of motor coordination, EEG, and
other behavior that can be described by
such dynamics. In almost all versions of
AMI computation available for researchers,
the requisite density functions are esti-
mated with some variant of the traditional
histogram. In the density estimation
literature, a plethora of arguments exist
in favor of kernel density estimation over
the construction of histograms. We offer a
set of AMI Matlab functions that employ
kernel density estimation rather than the
histogram. In the present study, we explore
the virtues of this adaptation in the cases
of two separate signals and in the selection
of an appropriate time delay for a phase
space reconstruction. We examine known
cases and generalize to the situation of
noisy data from unknown dynamics.

(P36)
Aug 03, 18:00–19:30

Poster session
Psychological Interpretation of the
Ex-Gaussian and Shifted Wald Pa-
rameters: A Diffusion Model Anal-
ysis. Dora Matzke, Eric-Jan Wa-
genmakers, University of Amsterdam. A

growing number of researchers use descrip-
tive distributions such as the ex-Gaussian
and the shifted Wald to summarize re-
sponse time data for speeded two-choice
tasks. Some of these researchers also as-
sume that the parameters of these distribu-
tions uniquely correspond to specific cogni-
tive processes. We studied the validity of
this cognitive interpretation by relating the
parameters of the ex-Gaussian and shifted
Wald distributions to those of the Ratcliff
diffusion model, a successful model whose
parameters have well-established cognitive
interpretations. In a simulation study, we
fitted the ex-Gaussian and shifted Wald dis-
tributions to data that were generated from
the diffusion model by systematically vary-
ing its parameters across a wide range of
plausible values. In an empirical study, the
two descriptive distributions were fitted to
published data that featured manipulations
of task difficulty, response caution, and a
priori bias. The results clearly demonstrate
that the ex-Gaussian and shifted Wald pa-
rameters do not correspond uniquely to pa-
rameters of the diffusion model. We con-
clude that researchers should resist tempta-
tion to interpret changes in the ex-Gaussian
and shifted Wald parameters in terms of
cognitive processes.

(P37)
Aug 03, 18:00–19:30

Poster session
Are Researchers Egoistic When They
Write an Abstract? A Bayesian Hier-
archical Test of the Name-Letter Ef-
fect. Oliver Dyjas, University of Tue-
bingen, Raoul Grasman, Ruud Wet-
zels, Han van der Maas, Eric-Jan
Wagenmakers, University of Amsterdam.
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People generally prefer their initials to the
other letters of the alphabet, a phenomenon
known as the name-letter effect (NLE). This
effect, researchers have argued, makes peo-
ple move to certain cities, buy particular
brands of consumer products, and choose
particular professions (e.g., Angela moves
to Los Angeles, Phil buys a Philips TV,
and Dennis is a dentist). In order to es-
tablish such associations between people’s
initials and their behavior, researchers typ-
ically carry out statistical analyses of large
databases. Unfortunately, the standard
p-value procedures ignore the hierarchical
structure of the data and do not allow one
to confirm the null hypothesis. Here we pro-
pose a Bayesian hierarchical hypothesis test
that avoids these limitations. We illustrate
the method with examples that involve the
use of author initials in scientific abstracts.
The NLE for each letter is governed by a
group-level Normal distribution, and infer-
ence concerns the posterior distribution of
the group-level effect size. The conclusions
from our Bayesian hypothesis test are some-
times in radical opposition to those based
on p-value procedures. We believe that the
Bayesian hierarchical hypothesis test is a
useful alternative to the procedures that are
currently standard in the field.
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Puzzles

Sudoku

Horse Frenzy

Three horses are standing in a triangular field, which is exactly 100 yards on
each side. One horse stands at each corner; and simultaneously all three set
off running. Each horse runs after the horse in the adjacent corner on his
left, thus following a curved course, which terminates in the middle of the
field, all three horses arriving there together. The horses obviously ran at
the same speed, but just how far did they run?

The Distance Problem

Jerry is returning home from the conference venue. Half the distance he rode
by subway – fifteen times as fast as he would go on foot. The second half he
went by cab, but due to unruly traffic, he would have walked that distance



twice as fast. Would Jerry have saved time if he had gone all the way on
foot? How much?

Freedom

Michael is convicted for indecent exposure; he gets the death penalty. The
judge allows him to make a final statement in order to determine the way
the penalty will be carried out. If Michael lies, he will be hanged. If he
speaks the truth, he will be beheaded. He makes his statement and to ev-
erybody’s surprise some minutes later he is set free, because the judge could
not determine his penalty. What did Michael say?

Signs

1 2 3 4 5 6 7 8 9=100
Can you make the equation correct by inserting 3 plus or minus signs?

Soccer Congrats

The Dutch soccer team has just become World Champion. The players on
the field would like to congratulate each other by shaking hands. Assuming
that each player shook hands with every other player only once, how many
handshakes were there in total?

The Puzzled Driver

Roger is looking at the odometer of his family car; it shows 15,951 miles.
He notices that this number is palindromic: it reads the same backward
as forward. “Curious,” Roger said to himself, “It will be a long time be-
fore that happens again.” But, two hours later, the odometer showed a new
palindromic number. How fast was Roger driving in those two hours?

Lockers

Irvine has a strange graduate school director. On the first day, he has his
students perform an odd opening day ceremony:

There are one thousand lockers and one thousand students in the college
building. The director asks the first student to go to every locker and open
it. Then he has the second student go to every second locker and close it.



The third goes to every third locker and, if it is closed, he opens it, and if
it is open, he closes it. The fourth student does this to every fourth locker,
and so on. After the process is completed with the thousandth student, how
many lockers are open?

Self Referring Number

Find a number ABCDEFGHIJ such that A is the count of how many 0’s are
in the number, B is the number of 1’s, and so on.
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MathPsych 2009 Schedule
August 1 Lecture Hall A, Computer rooms: 106 and 107

10:00-18:00 Workshop Bayesian Modeling for Cognitive Science
18:00-21:00 Welcome, Registration and Reception (Main Hall)

August 2 Stream A: Lecture Hall A Stream B: Lecture Hall B Stream C: Lecture Hall C

09:00-10:40
Symposium:
Neuro-computational Models of
Speeded Decision Making

Memory 1 Judgement

coffee

11:00-12:20 Symposium: Modeling Response
Styles on Bounded Scales

Knowledge Space Theory Learning

lunch

14:00-15:20 Symposium: Applied Dynamic
Modeling: Behavior in Sports

Reaction Times 1 Learning

coffee

15:40-16:40 Signal Detection 1 Reaction Times 1 Perceptual Discrimination
& Scaling

coffee

17:00-18:00 Keynote Address by Michael Frank

August 3 Stream A: Lecture Hall A Stream B: Lecture Hall B Stream C: Lecture Hall C

09:00-10:40
Symposium: Bayesian
Hierarchical Models

Neuro 1 IRT 1
coffee

11:00-11:40 Perception
Memory 2

11:40-12:20
Multisensory Integration

Measurement Theory
lunch

14:00-14:20
Multivariate Methods

14:20-15:20
Symposium: Visual Word
Recognition

coffee

15:40-16:40 Signal Detection 2 Perception 2
coffee

17:00-18:00 Keynote Address by Gordon Logan
18:00-19:30 Poster Session

August 4 Stream A: Lecture Hall A Stream B: Lecture Hall B Stream C: Lecture Hall C

09:00-10:40
Symposium: Modeling in
Developmental Psychology

Multinomial Modeling
Bayesian Modelingcoffee

11:00-12:20
Symposium: State - Trace
Analysis

Neuro 2

lunch

14:00-14:20
Symposium: Model Selection Decision Making

IRT 2

14:20-15:20 Reaction Times 2
coffee

15:40-16:40
coffee

17:00-18:00 New Investigator Address by Scott Brown
18:00-23:00 Conference Dinner


