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Welcome

Dear Colleague:

We are happy to welcome you to MathPsych/ICCM 2017, which combines the 50th Annual Meeting of the
Society for Mathematical Psychology, the European Mathematical Psychology Group meeting, and the 15th
Meeting of the International Conference on Cognitive Modelling. Hosted by the University of Warwick, this
year’s conference runs from July 22 to 25, and will feature keynote addresses from Peter Dayan, Joseph Houpt
(2016 winner of the William K. Estes Early Career Award), and Randy Gallistel. There are also four invited
symposia with a total of 25 talks, 142 contributed talks, and more than 70 posters. On the tutorial and workshop
day, there are five tutorials, including a professional development symposium hosted by the Women of
Mathematical Psychology. This combined conference has attracted more than 270 participants.

We would like to acknowledge the Society for Mathematical Psychology (SMP), Behavioural Sciences at the
University of Warwick, the Artificial Intelligence Journal, and the US Army Research Laboratory and Army
Research Office, whose generous support kept the conference fees low and allowed us to fund a large number
of student awards. We also would like to acknowledge the people who brought these conferences all together
for the first time (Andrew Heathcote, Amy Criss, Frank Ritter, David Reitter, and Matthias Gondan), the hard
work of the officers of the SMP (Brent Miller, Leslie Blaha, Richard Golden, and Scott Brown), Jelmer Borst for
creating the poster, University of Warwick staff for making the conference tax exempt (Steve McGaldrigan and
Jonathan Pearce), the help of Warwick PhD students on many key aspects of the conference (Alexandra Surdina,

Jake Spicer, Mengran Wang, and Jiangiao Zhu).
Best,
Adam Sanborn, Gordon Brown, and James Adelman (MathPsych co-chairs)

Marieke Van Vugt, Adrian Banks, William Kennedy (ICCM co-chairs)



General Information

The University of Warwick is located in the heart of England, 3 miles (5 km) from the centre of Coventry, on the
border with Warwickshire. The conference will be held at the Scarman Conference Centre at the University and
in the brand-new Slate building across the street from Scarman (postcode for both is CV4 7SH). The tutorials will
take place in the Tiered Lecture Theatre, and Spaces 41 and 43 of Scarman, and the welcoming reception will
take place in the lounge at Scarman. The MathPsych tracks of the main conference will take place in Spaces 41
and 43 in Scarman as well as in the Slate. The ICCM tracks will take place in the Tiered Lecture Theatre of
Scarman. All plenary talks, the poster session, and lunches will take place in the Slate. Refreshments during
coffee breaks will be available both in the lounge of Scarman and in the Slate.

Welcome Reception

The welcome reception will be held July 22" in the Scarman and will held from 6:00pm to 8:00pm. There will be
canapés and complimentary drinks.

Registration Desk

The registration desk will be set up in the lobby of the Scarman Conference Centre, and volunteers will be
present at all times to register attendees and answer questions.

Catering, Lunch, & Coffee breaks

As part of the registration, we offer a lunch buffet to all attendees on all days of the conference, several coffee
breaks each day with snacks and refreshments, and coffee on arrival from 8:30am.

Participants who booked rooms at Scarman or Arden during registration are entitled to breakfast each morning
at their hotel. For the same participants, dinner is included each night except for the night of the conference
banquet. For those staying at both Scarman and Arden dinners will be at the Lakeside Restaurant in Scarman.

For those not staying at Scarman or Arden, dinner can be purchased at Scarman outside of the conference
booking, though the restaurant has limited capacity. There are also a variety of other on-campus eateries
(http://www2.warwick.ac.uk/services/retail/eat-drink) and the Varsity Pub is within easy walking distance

(https://www.greatukpubs.co.uk/varsitywarwick). Further afield, there are many good restaurants in Coventry,

Kenilworth, Leamington Spa, and Warwick.

Internet

You can use the “Warwick Guest” wireless network anywhere on campus. Details here:

http://www?2.warwick.ac.uk/services/its/servicessupport/networkservices/wifi/how/warwick-guest/. If you have

any problems accessing the internet, the reception desk at Scarman can help. If using Twitter, please use the
hashtag #iccmpsyched to discuss the conference.



Conference Banquet

The conference dinner will be held the evening of July 24" At 7:00pm, chartered coach transportation will leave
from Scarman to Warwick Castle. Reception drinks will be held in the State Rooms, followed by a three-course
dinner in the state dining room and the 17th century Great Hall. Return transportation will leave the castle at
approximately 11pm.

Vegetarian, gluten-free, and dairy-free meals are available only to participants who requested them in the pre-
conference survey. To claim your pre-booked meal, please tell your server your name and dietary requirements
when you have been seated.

Travel

If you are travelling internationally, the nearest major airport is Birmingham International (11 miles / 18
kilometres away) and there are various ways to travel to the university from there:
http://www2.warwick.ac.uk/about/visiting/directions/international/.

If you are travelling within the UK, the university can also be accessed by car, train, or bus:
http://www2.warwick.ac.uk/about/visiting/directions/.

Parking is included in the conference registration and is available at Scarman.

Transportation to the Cognitive Science conference

While making travel plans, please note that we offer coach transportation direct to the Cognitive Science
conference hotel at the conclusion of MathPsych/ICCM 2017. There is no fee for the coach. Tickets will be given
upon registration to participants who indicated that they would like tickets in the pre-conference survey. All
other participants can request tickets from the Registration Desk on a first-come-first-served basis.

Abstracts and ICCM Proceedings

No printed abstract booklets will be distributed at the conference. Instead, the
2017 conference has a smartphone app through Eventor. First download and install
Eventor from Google Play or the App Store onto your mobile device. Then either
search for the conference name within Eventor, or use the app’s QR code scanner
to scan the QR code to the right. Note that only talk abstracts were able to be
included in the app, poster abstracts are available in the PDF linked below.

If you wish to have a hard copy, there is a printable PDF file of the abstracts:
http://mathpsych.org/conferences/2017/file/MP _ICCM2017 Abstract Booklet.pdf

The ICCM proceedings are available here: http://iccm-conference.org/2017/




Presentation Guidelines

Tutorials

There will be five tutorials on July 22" “Building cognition from spiking neurons: Nengo and the neural
engineering framework” by Terrence C. Stewart and Chris Eliasmith, “A practical introduction to distributed
collaboration for formal modelling” by Andy Wills, Charlotte E. R. Edmunds, Kenneth J. Kurtz, and Garrett Honke,
“Practical advice on how to run human behavioral studies”, by Frank E. Ritter, “Advances in data collection and
analysis of card sorting data” by Simon J. Blanchard, and “CV and Resume Writing Workshop” hosted by Women
of Mathematical Psychology. Details are here: http://mathpsych.org/conferences/2017/tutorials/.

Talks

There will be four parallel talk sessions in the Slate, the Tiered Lecture Theatre (Scarman), Space 41 (Scarman),
and Space 43 (Scarman), consisting of strict 20-minute slots for every talk (15 min. talk + 5 min. for discussion).
It is essential to stick to timing so everyone can switch sessions in order to hear specific talks. Symposium talks
are on the same schedule. Each session will be chaired by the last speaker in the session. Please load your
presentation onto the computer or test your own computer well before the session starts. There will be
Conference Assistants on hand between sessions in case of any IT issues.

Plenary Speakers

The plenary on July 23™ (Peter Dayan) will be preceded by welcoming remarks, the plenary on July 24" (Joseph
Houpt) will be preceded by a short awards presentation, and the plenary on July 25" (Randy Gallistel) will be
preceded by a few words about Ragnar Steingrimsson. Plenary addresses will be at 1:10pm in the Slate.

Invited Symposia

There are four invited symposia: “Models of decision from experience” (Chair: Ido Erev) on July 23" in the Slate,
“Using cognitive models to inform neuroimaging data (and vice versal)” (Chair: Jelmer Borst) on July 23" in the
Tiered Lecture Theatre (Scarman), “Advances in distributional models of language and meaning” (Chairs: John
Willits and Melody Dye) on July 24" in the Slate, and “Bridging levels of analysis with rational process models”
(Chairs: Tom Griffiths and Adam Sanborn) on July 25" in the Slate.

Posters

The posters will be on display on July 23" from 5:30pm to 8:00pm in the Slate, and the poster session will take
place from 6:00pm to 8:00pm. The name of the first author will be displayed on each poster board. Posters can
be up to AO in size. If the poster is A0 sized, it is recommended it be in portrait orientation, as it will slightly
overhang the board in landscape orientation. Al sized posters will easily fit in either portrait or landscape
orientation. There will be canapés and complimentary drinks at the poster session. A Poster Award will be given
to the poster which receives the greatest number of votes from attendees. Attendees can vote using the ballots
distributed during registration, depositing them in the ballot box during the poster session.
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SATURDAY July 22™, 2017

Time Tiered Lecture Theatre Space 41 (Scarman) Space 43 (Scarman)
(Scarman)
9:00 AM Practical advice on how to Building cognition A practical
run human behavioral studies from spiking neurons: introduction to
Frank E. Ritter Nengo and the neural distributed
engineering collaboration for
framework formal modelling
Terrence C. Stewart Andy Wills, Charlotte
and Chris Eliasmith E. R. Edmunds,
Kenneth J. Kurtz, and
Garrett Honke
12:00-1:30 PM Lunch
1:30-4:30 PM Women of Mathematical Building cognition Advances in data
Psychology Professional from spiking neurons:  collection and
Development Symposium: Nengo and the neural  analysis of card
CV and resume writing engineering sorting data
workshop framework Simon J. Blanchard
Keynote speaker: Carolyn Terrence C. Stewart
Cramer and Chris Eliasmith
Time Lounge (Scarman)
6:00 - 8:00 PM Welcoming Reception




SUNDAY July 23", 2017

Time Slate Space 41 (Scarman) Space 43 (Scarman) Tiered Lecture Theatre (Scarman)
8:30 AM Welcoming Refreshments (Scarman)
Models of Decisions from Experience Response Times Hypothesis Testing Language
9:00 AM Symposium Spektor: You can't make a silk purse of Matzig: A computational investigation
Gonzalez: Some things that glitter are Ratcliff: Modeling decision processes a sow's ear: On the relative merit of of sources of variability in sentence
gold: A Shiny app for an Instance-Based on a continuous scale empirical priors in reinforcement comprehension difficulty in aphasia
Learning model learning models Lindes: Ambiguity resolution in a
9:20 AM Ludvig: Modeling memory biases in Gondan: Foundations of response time van Ravenzwaaij: A simulation study of cognitive model of language
decisions from experience measurement the strength of evidence in the comprehension
recommendation of medications based
9:40 AM Denrell: Learning from experiences Van Zandt: Hierarchical hidden Markov on two trials with statistically Vasishth: Feature overwriting as a
with missing feedback models for response time data significant results finite mixture process: Evidence from
Golden: Identifying probability comprehension data
Plonsky: The wavy recency effect of Blaha: A motor preparation model modeling flaws using generalized Morita: Implicit memory processing in
10:00 AM S . . . ) > A ;
rare events and learning in different account of simple one-choice reaction information matrix tests the formation of a shared
experimental settings times Myung: Robust Adaptive Design communication system
Optimization
10: 20 AM Coffee Break (Slate and Scarman)
Models of Decisions from Experience Neuroscience Visual Memory Emotion
10:40 AM Symposium Q. Zhang: Neural evidence of insertion P. Smith: The power law of visual van Vugt: How does rumination impact
Pleskac: Modeling adaptive exploration and subtraction of information working memory characterizes cognition? A first mechanistic model
in decisions from experience: A processing stages attention engagement
sequential sampling approach Bahg: Implementation of Adaptive Lerch: Visual working memory for Dancy: A computational cognitive-
11:00 AM Usher: The impact of Design Optimization in functional MRI dynamic human movement: A affective model of decision-making
presentation/evaluation format on experiments normative computational account
preference formation and risk biases Petters: A new direction for
11:20 AM Tsetsos: Rapid experiential decisions as Nunez: Model-based cognitive Donkin: Hierarchical Bayesian cognitive attachment modelling: Simulating Q
a window to paradoxical multiattribute neuroscience for the chronometry of model-based meta-analysis set descriptors
and risky choice patterns simple human decision making
. Teodorescu: A neurally plausible model Cowell: A hierarchical Bayesian Moye: A computational model of
11:40 AM Erev: Different choice environments for generating probability estimations approach to state trace analysis with focused attention meditation and its
affect recency patterns not preferences  from a quantum decision making application to implicit visual memory transfer to a sustained attention task
model
12:00 PM Lunch Buffet (Slate) and SMP meeting (TBD)
1:10 PM Peter Dayan: Betwixt fast and slow: Integrating model-free and model-based decision-making (Slate)
2:20 PM Coffee Break (Slate and Scarman)
Response Times Decision Making Memory Neuroscience Symposium
2:40 PM Heathcote: Balancing the evidence on Gluck: Inferring decision strategy: Folkerts: Human episodic memory Dotlacil: Building an ACT-R reader for
“don’t know” and confidence Explorations in integrating multiple retrieval is accompanied by a neural eye-tracking corpus data
judgments sources of behavioral data jump back in time
Schramm: A Thurstonian investigation Anders: Data-driven process models
3:00 PM Mallahi-Karai: The box model - a into the relationship between Huber: Episodic memory and spatial and brain-lesion data: How patient-
dynamic stochastic approach for probabilistic and temporal discounting navigation in the medial temporal lobe based analyses can inform us about
decision making with n alternatives interference and cognitive control
3:20 PM Haines: Linking emotion to decision Weidemann: Using neural data and
Kirkpatrick: Constraining making through model-based facial machine learning to distinguish Anderson: Combining space and time
computational models of decision- expression analysis between models of recognition in the mind
3:40 PM making with equal-evidence perceptual Steingroever: Modeling individual and memory
tasks developmental differences of strategy van Maanen: Understanding the
Trueblood: The impact of the strength use in decision-making tasks — A Howard: Toward a unified dynamics of decision boundaries in the
and duration of early information on Bayesian hierarchical approach mathematical model of episodic brain
perceptual decision-making memory
4:00 PM Coffee Break (Slate and Scarman)
Multi-alternative Decision Making Processing Tree Models Intertemporal Choice Neuroscience Symposium
4:20 PM Gluth: Multi-alternative decision Heck: Modeling mouse-tracking Dai: Are intertemporal preferences Stocco: Using effective connectivity to
making is affected by value-based trajectories with generalized transitive? A Bayesian analysis of test computational cognitive models:
attentional capture processing tree models repeated individual intertemporal , -
choices It's moc{els all the way down (and it’s a
Schweickert: Tree inference: Factors Liu: Informing cognitive models of self- good thing!)
4:40 PM Noguchi: Multialternative decision by selectively influencing processes in control and impulsivity in Turner: A model for the neural and
sampling multinomial processing trees with intertemporal choice mechanistic basis of self control
response times Ahn: Pushing the limits of Precision
Medicine: Use of Bayesian adaptive Borst: Using large-scale spiking neural
5.00 PM Tsetsos: Context-sensitive valuation design optimization leads to highly networks to simulate MEG data of
during simple multi-alternative rapid, precise, and reliable estimates of L -
- h . associative recognition
decisions delay discounting rates
6:00 - 8:00 Poster session (Slate)
PM Cast your vote for the Poster Award




MONDAY July 24", 2017

Time Slate Space 41 (Scarman) Space 43 (Scarman) Tiered Lecture Theatre (Scarman)
8:30 AM Welcoming Refreshments (Scarman)
Context / Advances in Distribution Categorization and Instance Based Decision Making Neuroscience
9:00 AM Models of Language and Meaning Learning Hancock: Improving Decision Field T. Stewart: Analysis of a common
Syposium Ransom: "Is this a Dax | see before Theory for consumer choice modelling neural component for finger gnosis and
Gronchi: Context-driven effects in me?": the effects of sample selection applications magnitude comparison
perception and cognition: a variational and sample size on generalization and
9:20 AM approach categorization Glickman: Using eye trajectories to Shein: Parameter exploration of a
Yim: Modeling word learning through Austerweil: Uncovering unsupervised understand preference formation of neural model of state transition
context categorization biases using Markov risky choices probabilities in model-based
9:40 AM Dye: The importance of word order in chain Monte Carlo with People reinforcement learning
the distributional construction of Chrabaszcz: IBL-Bayes: A Bayesian Walasek: Challenges in estimating loss Stocco: Basal Ganglia-inspired
meaning Implementation of the Instance-Based aversion using accept-reject tasks functional constraints improve the
10:00 AM Reitter: Connectionnist language Learning model of choice robustness of Q-value estimates in
: models as models of human language Blurton: A Poisson random walk model N. Stewart: Psychological parameters model-free reinforcement learning
expectations: Learning Simpler for response times in multi-alternative have units: A bug fix for stochastic Rosenbloom: Toward a neural-
Language Models with the Delta categorization prospect theory and other decision symbolic Sigma: Introducing neural
Recurrent Neural Network Framework models network learning
10: 20 AM Coffee Break (Slate and Scarman)
Advances in Distribution Models of Hypothesis Testing and Fallacies Agents and Heuristics Neuroscience
Language and Meaning Syposium Miller: Computing Bayes factors via Konovalova: Selective information Zajkowski: A causal role for right
10:40 AM Hoffman: Concepts, control and thermodynamic integration with an sampling and the in-group frontopolar cortex in directed, but not
context: A connectionist account of application using the Linear Ballistic heterogeneity effect random, exploration
normal and disordered semantic Accumulator model
cognition Gronau: Warp-Ill sampling for Lewandowsky: Scientific facts versus Cutsuridis: A neural accumulator
11:00 AM Pearl: Integrating conceptual and comparing complex cognitive models the public’s rational rejection of model of antisaccade performance of
syntactic information to understand evidence healthy controls and obsessive-
the development of English verb Charles-Cadogan: A weak harmonic compulsive disorder patients
11:20 AM classes transitivity axiom Kvam: The evolution of optimal and
Keuleers: Predicting item-level effects heuristic strategies for sequential Caso: A neurocomputational model of
of relatedness with models based on Yearsley: A Quantum Theory account sampling learning to select actions
prediction and counting of order effects and conjunction
11:40 AM Willits: A two-stage model of the fallacies in political judgments Luan: The wisdom of select cues Sloman: Gaps between human and
development of semantic categories artificial mathematics
12:00 PM Lunch Buffet (Slate) and JMP meeting (TBD)
1:10 PM Joseph Houpt: Toward a cognitive modeling Rosetta Stone (Slate)
2:20 PM Coffee Break (Slate and Scarman)
Hypothesis Testing Multi-attribute Decision Making Cognitive Ability Reasoning
2:40 PM Kennedy: Not every credible interval is Zhao: Low dimensional representations ~ Schweizer: Modeling cognitive abilities Costello: Noisy reasoning: A model of
credible: Evaluating robustness in the in multi-cue judgement in considering effects due to item- probability estimation and inferential
presence of contamination in Bayesian position and processing speed judgment
data analysis Bhatia: Object representation in S. Brown: Using cognitive modelling to
3:00 PM Segert: Some theoretical issues multiattribute choice better understand the heritability of Ragni: Cognitive computational models
regarding the use of Bayes factors for cognition for conditional reasoning
cognitive models Mullet: Modelling moment to moment
3:20 PM van Doorn: Using data augmentation attention bias in multi attribute choice Rieskamp: Preference shifts or more Ragni: Beyond the visual impedance
to enable nonparametric Bayesian errors: How increased cognitive load effect
hypothesis testing Hawkins: A unidimensional changes decision making
3:40 PM representation of value drives Prezenski: Implementing mental model
: Chechile: A Bayesian approach for the preferences for most- and least- Alexander: Metric based Cultural updating in ACT-R
Wilcoxon signed-rank statistic favored options Consensus Theory
4:00 PM Coffee Break (Slate and Scarman)
Stopping and Response Times Categorization Noise in Cognition and Representation Decision Making
4:20 PM Palestro: Revisiting the decision Albrecht: Explaining multiple cue Surdina: Noisy morals: Variability of Wong: Sequential search behavior
boundary debate judgment with a mixture model that moral value judgments in a constant changes according to distribution
combines exemplar with cue environment shape despite having a rank-based goal
Voss: Sequential sampling models with abstraction processes Sharma: Decisions from experience:
4:40 PM variable boundaries and non-normal Hoffmann: Integrating cue abstraction Wilson: What is the nature of decision Modeling choices due to variation in
noise: A comparison of six models with retrieval from memory: A learning noise in random exploration? sampling strategies
approach
5:00 PM Fific: A race model for multiple Speekenbrink: Estimating and testing J. Zhang: Subset System: Mathematical Polakow: Quantum entanglement,
stopping rules in decision making intra-individual multiple-systems and - foundation for relational semantics weak measurements and the
process models conjunction and disjunction fallacies
5:40 - 6:40 SMP Business Meeting - all welcome (Slate)
PM Student Participation Awards will be distributed
7:00 PM Coach to Banquet at Warwick Castle




TUESDAY July 25%, 2017

Time Slate Space 41 (Scarman) Space 43 (Scarman) Tiered Lecture Theatre (Scarman)
8:30 AM Welcoming Refreshments (Scarman)
Probabilistic Models / Rational Memory Representation Human Performance and Visual
9:00 AM Process Models Symposium Caplan: A challenge to the Basieva: Lindblad equation in Cognition
Kalm: Recency-weighted incremental independent-cueing assumption: quantum-like models of decision J. Smith: Data informed cognitive
learning backward serial recall of chunked lists making in different contexts modelling of offshore emergency
Chater: A nearly universal, but very egress behaviour
9:20 AM slow, “blank slate” learning algorithm Zemla: Estimating semantic networks Busemeyer: Hilbert space multi- Osterloh: Modelling workload of a
for inverse inference from fluency data dimensional modeling virtual driver
Singmann: Belief revision by learning Wortelen: Comparing the input validity
9:40 AM indicative conditionals: selecting Hemmer: Evaluating the role of prior Seri: Measuring the utility for money in of model-based visual attention
among doubly Bayesian models using knowledge and random guessing in a riskless context: evidence on predictions based on presenting
Bayes factors long-term memory separable representations exemplary situations either as videos
10:00 AM Dennis: A hierarchical Bayesian model Dzhafarov: Canonical systems of or static images
: Lieder: Resource-rational analysis of memory for when based on random variables in contextuality Lindner: Modeling of visual search and
Experience Sampling data analysis influence of item similarity
10: 20 AM Coffee Break (Slate and Scarman)
Rational Process Models Symposium Decision Making Stop-signal / Systems Factorial Artificial Systems
Dasgupta: Stochastic hypothesis Luckman: Lotteries versus investments: Matzke: The lognormal-race model of St Amant: Spatial relationships and
10:40 AM generation in human probabilistic Exploring effects of financial framing response inhibition: A simple process fuzzy methods: Experimentation and
inference on response times in risky choice. model of performance in the stop- modeling
Davis-Stober: A large-scale study signal paradigm
Zhu: Mental sampling in multimodal examining differences in risk attitude Colonius: Stop signal modeling Yuan: Generating random sequences
11:00 AM representations across three choice contexts: financial revisited for you: Modeling subjective
choices, health care choices, and Eidels: Survivor interaction contrasts randomness in competitive games
K. Smith: Efficient physical cognition climate change policies for error response times — part 1: Non-
11:20 AM relies on both approximate simulation Regenwetter: A context-dependent parametric contrasts for serial and Stearns: Applying Primitive Elements
and sampling random preference approach to the parallel systems Theory for procedural transfer in Soar
description-experience gap Townsend: Survivor interaction
Hamrick: Adaptive allocation of contrasts for error response times —
11:40 AM resources for mental simulation part 2: Theorems for Poisson race
models, diffusion models, and initial
data
12:00 PM Lunch Buffet (Slate)
1:10 PM Randy Gallistel: Information Theory and stochastic model selection in associative learning and memory (Slate)
2:20 PM Coffee Break (Slate and Scarman)
Response Times Rationality Knowledge Space Theory and Choice Language
2:40 PM Malhotra: Distinguishing between Analytis: Make-or-break: chasing risky Heller: Knowledge space theory for Tessler: Warm (for winter):
evidence accumulation and temporal goals or settling for safe rewards? polytomous items Comparison class understanding in
probability summation in perceptual vague language
decision making Stefanutti: On the generalization of
3:00 PM Weichart: A dynamic conflict-based Sims: Efficient coding predicts the knowledge space theory to polytomous Kelly: Degrees of separation in
account of intra-trial decision-making universal law of generalization items semantic and syntactic relationships
Noventa: A possible connection
3:20 PM Andrews: A hierarchical diffusion Stojic: Trials-with-fewer-errors: between Knowledge Space Theory and Cole: Linking memory activation and
model analysis of the Approximate Feature-based learning and exploration Item Response Theory using word adoption in social language use
Number System Information Theory via rational analysis
3:40 PM . . ) - . - .
Holmes: Evidence accumulation versus Melkonyan: Virtual bargaining: A Wollschlaeger: The (simple) 2N-ary Cole: Examining working memory
urgency gating: what’s the distinction? mathematical theory of social choice tree model as a model of best- during sentence construction with an
interaction worst choice ACT-R model of grammatical encoding
5:00 PM Coach to CogSci Hotel

10
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Welcome Address

Dear Colleague:

We are happy to welcome you to MathPsych/ICCM 2017, which combines the
50th Annual Meeting of the Society for Mathematical Psychology, the European
Mathematical Psychology Group meeting, and the 15th Meeting of the International
Conference on Cognitive Modelling. Hosted by the University of Warwick, this year’s
conference runs from July 22 to 25, and will feature keynote addresses from Peter
Dayan, Joseph Houpt (2016 winner of the William K. Estes Early Career Award),
and Randy Gallistel. There are also four invited symposia with a total of 25 talks,
142 contributed talks, and more than 70 posters. On the tutorial and workshop day,
there are five tutorials, including a professional development symposium hosted by
the Women of Mathematical Psychology. This combined conference has attracted
more than 270 participants.

The dates, times and room assignments for each talk or poster are given in the
margins. Dates such as ‘23/07 referring to July 23rd, ‘Tiered’ refers to the Tiered
Lecture Theatre (Scarman) which will host the ICCM track. The poster session is
from 6-8pm on July 23rd, and posters are given the start time of 6pm on 23/07.

We would like to acknowledge the Society for Mathematical Psychology (SMP),
Behavioural Sciences at the University of Warwick, the Artificial Intelligence Jour-
nal, and the US Army Research Laboratory and Army Research Office, whose gen-
erous support kept the conference fees low and allowed us to fund a large number of
student awards. We also would like to acknowledge the people who brought these
conferences all together for the first time (Andrew Heathcote, Amy Criss, Frank
Ritter, David Reitter, and Matthias Gondan), the hard work of the officers of the
SMP (Brent Miller, Leslie Blaha, Richard Golden, and Scott Brown), Jelmer Borst
for creating the poster, University of Warwick staff for making the conference tax
exempt (Steve McGaldrigan and Jonathan Pearce), and the help of Warwick PhD
students on many key aspects of the conference (Alexandra Surdina, Jake Spicer,
Mengran Wang, and Jiangiao Zhu).

Best,

Adam Sanborn, Gordon Brown, and James Adelman (MathPsych co-chairs)
Marieke Van Vugt, Adrian Banks, William Kennedy (ICCM co-chairs)
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Robust Adaptive Design Optimization (Jay Myung, Hairong Gu, Mark Pitt) 10

Modeling adaptive exploration in decisions from experience: A sequential
sampling approach (Doug Markant, Timothy Pleskac, Adele Diederich,
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Some things that glitter are gold: A Shiny app for an

Instance-Based Learning model 23/07 09:00
The Slate

Cleotilde Gonzalez, Jeffrey Stephen Chrabaszcz

Carnegie Mellon University, United States of America

Departing from the fact that models are only a representation of reality and not
reality itself, all models are wrong. Therefore, building models that are useful and
finding ways to effectively communicate their emerging insights are perhaps the most
important goals for cognitive modelers. Unfortunately, we are terrible at getting a
scientific message across to those less familiar with our models, and we often fall trap
of technical complexity. The need for increased transparency, awareness and access
to the insights that cognitive models can provide, has motivated the development of
tools to give hands-on experiences with cognitive models. In this talk I will present
our most recent attempt to make an IBL model useful to researchers and students
of behavioral science. Shiny-IBL uses the R package Shiny for generating a web
application written primarily in the R language. Shiny-IBL offers a complementary
way to communicate the complexity of dynamics emerging from the simple IBL
model of binary choice. The main insight from Shiny-IBL is that cognitive modelers
should go beyond the explanation of concepts that often need technical expertise
and skills, and provide hands-on experiences to demonstrate and communicate the
complex insights from their models without the need of additional skills. These
interactive tools could also be research tools in their own right. Researchers could
use Shiny-IBL to discover a set of inputs that may produce model outputs that may

be surprising aspects of human behavior, and be able to understand the reasons
behind it.
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A computational investigation of sources of variability in
sentence comprehension difficulty in aphasia

Paul Mitzig!, Shravan Vasishth!, Felix Engelmann? and David Caplan?

! University of Potsdam, Germany, > The University of Manchester, 3 Massachusetts
General Hospital

We present a computational evaluation of three hypotheses about sources of deficit
in sentence comprehension in aphasia: slowed processing, intermittent deficiency,
and resource reduction. The ACT-R based Lewis and Vasishth (2005) model is used
to implement these three proposals. Slowed processing is implemented as slowed de-
fault production-rule firing time; intermittent deficiency as increased random noise
in activation of chunks in memory; and resource reduction as reduced goal activation.
As data, we considered subject vs. object relatives whose matrix clause contained
either an NP or a reflexive, presented in a self-paced listening modality to 56 indi-
viduals with aphasia (IWA) and 46 matched controls. The participants heard the
sentences and carried out a picture verification task to decide on an interpretation
of the sentence. These response accuracies are used to identify the best parameters
(for each participant) that correspond to the three hypotheses mentioned above. We
show that controls have more tightly clustered (less variable) parameter values than
IWA; specifically, compared to controls, among IWA there are more individuals with
low goal activations, high noise, and slow default action times. This suggests that (i)
individual patients show differential amounts of deficit along the three dimensions of
slowed processing, intermittent deficient, and resource reduction, (ii) overall, there
is evidence for all three sources of deficit playing a role, and (iii) IWA have a more
variable range of parameter values than controls. In sum, this study contributes a
proof of concept of a quantitative implementation of, and evidence for, these three
accounts of comprehension deficits in aphasia.

Modeling Decision Processes on a Continuous Scale

Roger Ratcliff, Gail McKoon
Ohio State University, United States of America

I present a model for perceptual decision making for stimuli and responses in con-
tinuous space on lines, circles, and planes. The experiments use a range of stimulus
types, including perceptual, symbolic, dynamic, and static. Participants were asked
to make eye movements, mouse movements, or finger movements to, for example,
the brightest part of a display or the color on a wheel surrounding a central stimulus
that matches the central stimulus. The models are diffusion processes on lines and
planes. In the models, evidence from a stimulus drives the noisy decision process
which accumulates evidence over time to a criterion at which point a response is
initiated. Noise is represented as a continuous Gaussian process or Gaussian random
field. The model produces predictions for the full distributions of response times
and choice probabilities and fits to data for choice probability, RT distributions, and
choice proportion and RT across the stimulus space are presented.




You can’t make a silk purse of a sow’s ear: On the relative
merit of empirical priors in reinforcement learning models

Mikhail Spektor! and David Kellen?

I University of Basel, Switzerland, 2 Syracuse University, USA

Formal modeling approaches to cognition provide a principled characterization of
observed responses in terms of a set of postulated processes, specifically in terms
of parameters that modulate the latter. These model-based characterizations are
useful to the extent that there is a clear, one-to-one relationship between param-
eters and model predictions (identifiability) and that parameters can be recovered
from data using a typical experimental design (recoverability). These properties
are often insufficiently met for reinforcement learning models, a model class that
formalizes learning and decision-making processes in repeated-choice tasks. One
suggestion to improve parameter identifiability and recoverability involves the use
of so-called empirical priors which constrain parameters according to a previously-
observed distribution of values. We assessed the efficacy of the use of empirical
priors for reinforcement learning models using a combination of real and artificial
data. Our results show that the empirical-prior method did not improve parameter
recovery over conventional maximum likelihood estimation. In all cases, recovery
was poor, becoming worse with increasing model complexity. Furthermore, neither
method could reliably recover the population distributions parameters stem from.
We explored whether changes in the task design improved recoverability and iden-
tifiability. Our simulations show that offering participants more options to choose
from improves both recoverability and identifiability considerably, but the practi-
cal difficulties associated to such changes remain to be ascertained. We conclude
that instead of focusing on mathematical techniques to alleviate issues of cogni-
tive modeling, researchers should invest their efforts in assessing and improving the
information content of the experimental designs used.

Modeling memory biases in decisions from experience

Elliot Andrew Ludvig
University of Warwick, United Kingdom

When people make decisions based on past experience, they must rely on their
memories. These memories, however, are typically not veridical representations of
past outcomes. One memory bias that is consistently observed in risky decisions
from experience is the overweighting of extreme outcomes. People tend to better
remember both the best and worst outcomes in a context. As result, people are
more risk seeking for gains and risk averse for losses when those gambles potentially
yield either the best and worst outcomes in a decision context.

In this talk, I will discuss a computational model of how memory influences choice
in decisions from experience. The model is rooted reinforcement learning and is
derived from a related model of classical conditioning in animals. The key idea is that
people learn both directly from real experience as it happens, but also from replayed
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experiences sampled from memories of past outcomes. This sampling process is
biased, such that more recent, more extreme, and more surprising outcomes are
overrepresented. I adduce some testable predictions from the model about how the
sequence and relative value of outcomes in decisions from experience should affect
choice.

Ambiguity Resolution in a Cognitive Model of Language
Comprehension

Peter Lindes, John Laird
University of Michigan, United States of America

The Lucia comprehension system attempts to model human comprehension by us-
ing the Soar cognitive architecture, Embodied Construction Grammar (ECG), and
an incremental, word-by-word approach to grounded processing. Traditional ap-
proaches use techniques such as parallel paths and global optimization to resolve
ambiguities. Here we describe how Lucia deals with lexical, grammatical, struc-
tural, and semantic ambiguities by using knowledge from the surrounding linguistic
and environmental context. It uses a local repair mechanism to maintain a sin-
gle path, and shows a garden path effect when local repair breaks down. Data on
adding new linguistic knowledge shows that the ECG grammar grows faster than
the knowledge for handling context, and that low-level grammar items grow faster
than more general ones.

Foundations of response time measurement

Matthias Gondan' and Steven P. Blurton?

I Faculty of Psychology, University of Vienna, Austria, 2 Department of Psychology,
University of Copenhagen, Denmark

Response times (RTs) inform about the time participants need to detect a stimulus,
decide something, or find the correct solution to a problem. RT is, therefore, one
of the most important outcome variables in psychology. In cognitive psychology,
mean RTs and RT distributions are typically estimated on the basis of the correct
responses, after any problematic behavior has been removed from the data (e.g.,
contaminants such as incorrect responses, omitted responses, outliers). The choice of
the criteria for outliers is a matter of ongoing debate, but there seems to be consensus
that incorrect responses have to be excluded from the analysis of RT data. In this
presentation we challenge this widespread practice. Our basic argument is that any
response at time t informs about the time to find the correct solution. This is obvious
for correct responses, but in incorrect responses, it indicates that the participant
was unaware of the correct response at time t. Disregarding this information yields
a biased and incomplete picture of performance. Based on canonical models for
choice RT we investigate techniques for imputing correct RT's in incorrect responses
and demonstrate how the use of the additional information substantially improves

4



reliability as well as validity of RT performance estimates. The new methodology
enables flexible novel experimental paradigms that do not require ceiling accuracy
and allow for effective manipulation of time pressure. We discuss implications for
RT research, speed-accuracy trade-offs, and physiological measures.

A simulation study of the strength of evidence in the
recommendation of medications based on two trials with

statistically significant results 23/07 09:20
Space 43
Don van Ravenzwaaij' and John Toannidis? Scarman

! University of Groningen, Netherlands, The, ? Stanford University, USA

A typical rule that has been used for the endorsement of new medications by the
Food and Drug Administration is to have two trials, each convincing on its own,
demonstrating effectiveness. ’Convincing’” may be subjectively interpreted, but the
use of p-values and the focus on statistical significance (in particular with p | .05
being coined significant) is pervasive in clinical research. Therefore, in this paper,
we calculate with simulations what it means to have exactly two trials, each with
p i .05, in terms of the actual strength of evidence quantified by Bayes factors.
Our results show that different cases where two trials have a p-value below .05
have wildly differing Bayes factors. Bayes factors of at least 20 in favor of the
alternative hypothesis are not necessarily achieved and they fail to be reached in
a large proportion of cases, in particular when the true effect size is small (0.2
standard deviations) or zero. In a non-trivial number of cases, evidence actually
points to the null hypothesis, in particular when the true effect size is zero, when
the number of trials is large, and when the number of participants in both groups is
low. We recommend use of Bayes factors as a routine tool to assess endorsement of
new medications, because Bayes factors consistently quantify strength of evidence.
Use of p-values may lead to paradoxical and spurious decision-making regarding the
use of new medications.

Learning from Experiences with Missing Feedback 23/07 09:40
The Slate
Jerker Denrell, Adam Sanborn, Jake Spicer

University of Warwick, United Kingdom

In many real-life settings feedback is only available for cases decision makers accept.
How do people learn from such selective feedback? Elwin et al. (2007) provided
evidence that people rely on a type of imputation called constructivist coding, i.e.,
people code rejected cases, for which no feedback is available, as failures. We analyze
formally the impact of constructivist coding on the performance of exemplar learning
algorithms. Our analysis shows that constructivist coding is an adaptive strategy: it
maximizes the total reward. In two experiments we test whether participants impute
missing values through constructivist coding, or use a statistical model of the task to
correct for selection bias. We find that about half of participants use an exemplar
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model; a large majority of these participants use constructivist coding, some of
whom internally generate values that are very close to optimal. The other half of
participants correct for selective feedback with a sensible task-specific strategy, the
majority of whom correct for bias using a Bayesian model of the task. Overall, our
findings show that people seem to deal with missing feedback in an adaptive and
relatively sophisticated manner.

Feature overwriting as a finite mixture process: Evidence
from comprehension data

Shravan Vasishth, Lena Jaeger, Bruno Nicenboim

Potsdam, Germany

The ungrammatical sentence ”The key to the cabinets are on the table” is known to
lead to an illusion of grammaticality. As discussed in the meta-analysis by Jaeger
et al., 2017, faster reading times are observed at the verb are in the agreement-
attraction sentence above compared to the equally ungrammatical sentence ”The
key to the cabinet are on the table”. Omne explanation for this facilitation effect
is the feature percolation account: the plural feature on cabinets percolates up to
the head noun key, leading to the illusion. An alternative account is in terms of
cue-based retrieval (Lewis & Vasishth, 2005), which assumes that the non-subject
noun cabinets is misretrieved due to a partial feature-match when a dependency
completion process at the auxiliary initiates a memory access for a subject with
plural marking. We present evidence for yet another explanation for the observed
facilitation. Because the second sentence has two nouns with identical number,
it is possible that these are, in some proportion of trials, more difficult to keep
distinct, leading to slower reading times at the verb in the first sentence above;
this is the feature overwriting account of Nairne, 1990. We show that the feature
overwriting proposal can be implemented as a finite mixture process. We reanalysed
ten published data-sets, fitting hierarchical Bayesian mixture models to these data
assuming a two-mixture distribution. We show that in nine out of the ten studies,
a mixture distribution corresponding to feature overwriting furnishes a superior fit
over both the feature percolation and the cue-based retrieval accounts.




Hierarchical Hidden Markov Models for Response Time
Data

Zhifei Yan, Peter Craigmile, Mario Peruggia, Trisha Van Zandt
The Ohio State University, United States of America

Psychological data, particularly those measurements obtained sequentially in exper-
iments designed to test theories and models of human cognition, are often treated
as independent and identically distributed samples from a single distribution that
describes the random behavior of the cognitive process of interest. This assumption
is made for mathematical and analytic convenience; it is widely appreciated that
such data are in fact mixtures from two or more processes, a subset of which are
associated with the cognitive process of interest. There is a long history of trying to
determine the components of psychological data mixtures and estimate the relative
contributions of each (see, e.g., Luce, 1986 for a review). Our own work (Kim et al.,
2017) has demonstrated the importance of including components to describe fast
(subcognitive) and slow (supracognitive) processes that contribute to the measure-
ments derived from the cognitive process of interest. In this project, we build on
classic studiesthat attempt to distinguish the separate components of a psychological
mixture process (Falmagne, 1965, 1968; Ollman, 1966; Yellott, 1971). Our model-
ing framework for response time data makes use ofa hierarchical hidden Markov
structure. The hidden states of the model are intended to capture the three puta-
tive processes (subcognitive, cognitive, and supracognitive) and to describe possibly
varying levels of attention within a process. Appropriate parameter specifications
allow the processes to evolve over time. The fit of the model is demonstrated on
experimental data.

Identifying Probability Modeling Flaws using Generalized
Information Matrix Tests

Richard Mark Golden!, Steven S. Henley?3°, Halbert White! and T. Michael
Kashner?:>¢

1 School of Behavioral and Brain Sciences University of Texas at Dallas, > Martingale
Research Corporation, > Loma Linda University School of Medicine,  Economics
Department University of California at San Diego, ® Office of Academic Affiliations, 6
Center for Advanced Statistics in Education VA Loma Linda Healthcare System

This talk reviews the unified Generalized Information Matrix Test (GIMT) frame-
work (Golden, Henley, White, and Kashner, 2016, Econometrics) for the develop-
ment of a wide range of specification analysis methods for determining if a given
probability model can adequately represent its statistical environment. The GIMT
framework is based upon the classical Information Matrix Equality which states that
the inverse Hessian covariance matrix estimator A and the inverse Outer-Product
Gradient covariance matrix estimator B are distinct but asymptotically equivalent
formulas for estimating the covariance matrix of the maximum likelihood estimates
when the probability model is correct. A test of model misspecification can then be
derived by testing the null hypothesis that some function f of A, f(A), is equal to
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f(B). After introducing key ideas, the distinction between predictive model fit and
correct model specification is discussed. Next, the general definitions and assump-
tions of the GIMT framework are presented followed by the core GIMT theorem.
The core GIMT theorem allows one to construct novel statistical tests for a wide
range of smooth finite-dimensional probability models. We illustrate the methodol-
ogy of constructing novel specification tests for a particular probability model and
then evaluate their performance using a series of simulation studies. At the end
of the talk, we summarize the key ideas for developing and evaluating generalized
information matrix tests and provide practical guidelines for implementing these
ideas.

The Wavy Recency Effect of Rare Events and Learning in
Different Experimental Settings

Ori Plonsky! and Ido Erev!?

I Technion - Israel Institute of Technology, Israel, 2 Warwick Business School, Warwick
University, UK.

Analyses of human learning reveal a discrepancy between the long- and the short-
term effects of outcomes on subsequent choice. The long-term effect is simple: fa-
vorable outcomes increase the choice rate of an alternative whereas unfavorable
outcomes decrease it. The short-term effects are more complex. Favorable out-
comes can decrease the choice rate of the best option. This pattern violates the
positive recency assumption that underlies the popular models of learning. The
current research tries to clarify the implications of these results. Analysis of wide
sets of learning experiments shows that rare positive outcomes have a wavy recency
effect. The probability of risky choice after a successful outcome from risk-taking
at trial t is initially (at t + 1) relatively high, falls to a minimum at t + 2, then
increases for about 12 trials, and then decreases again. Rare negative outcomes
trigger a wavy reaction when the feedback is complete, but not under partial feed-
back. The difference between the effects of rare positive and rare negative outcomes
and between full and partial feedback settings can be described as a reflection of an
interaction of an effort to discover patterns with two other features of human learn-
ing: surprise-triggers-change and the hot stove effect. A similarity-based descriptive
model is shown to capture well all these interacting phenomena. In addition, the
model outperforms the leading models in capturing the outcomes of data used in
the 2010 Technion Prediction Tournament.




Implicit Memory Processing in the Formation of a Shared
Communication System

Junya Morita!, Takeshi Konno?, Jiro Okuda?, Kazuyuki Samejima*, Guanhong
Li®, Masayuki Fujiwara® and Takashi Hashimoto®
1 Shizuoka University, Japan, > Kanazawa Institute of Technology, ? Kyoto Sangyo
University,  Tamagawa University Brain Science Institute, > Hokuriku Advanced Science
and Technology Graduate School, 8 School of Knowledge Science, Japan Advanced
Institute of Science and Technology

This paper presents a simulation study focusing on implicit memory in the formation
of a new communication system. In the models presented here, two agents aim to
achieve their common goal by exchanging messages composed of two figures, whose
meanings are not defined in advance. The effect of implicit memory has been studied
with two different symbolic processes, implemented in ACT-R. Our results indicate
that the difference caused by symbolic processes reduces when implicit memory is
incorporated into the model. We have also found the effect of implicit memory on
the creation of an isomorphic communication system, shared among agents. These
findings suggest that implicit memory has some roles in the formation of a human
communication system.

A motor preparation model account of simple one-choice
reaction times

Leslie Blaha!, Christopher Fisher? and Lisa Guo?

! Pacific Northwest National Laboratory, United States of America, 2 Air Force Research
Laboratory, United States of America, 3 University of California, Irvine, United States of
America

We developed and explored the foundations of a model for continuous (and eventu-
ally real-time) information processing. Continuous information processing pertains
to considering the dynamics of a decision that includes both the post-stimulus infor-
mation accumulation and response phases as well as the inter-stimulus interval wait-
ing and anticipation phase. This is in contrast to considering information processing
as only a discrete-time even that starts with a stimulus and terminates with a re-
sponse. Our goal is to model the ways both phases contribute to observed patterns
in response times. We investigate how some dynamics of continuous information
processing underlying simple reaction times are captured by a trace conditioning
model. We fit a version of the trace conditioning model (Machado, 1997; Los, 2001)
to human reaction time data from the psychomotor vigilance test (PVT). The PVT
requires participants to make a simple button push response as soon as a counter
appears on the screen. The trace conditioning model of anticipation can capture
foreperiod effects and sequential effects observed in PVT data. These effects are
difficult for standard accumulator models of response time to capture. We consider
how the trace conditioning approach compares to other recent response time model
accounts for PVT data (e.g., Ratcliff & Van Dongen, 2011; Walsh, Gunzelmann,
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& van Dongen 2014). We also explore how we might integrate appropriate mecha-
nisms from these two modeling approaches to create a model capturing all phases
of continuous information processing.

Robust Adaptive Design Optimization

Jay Myung, Hairong Gu, Mark Pitt
Ohio State University, United States of America

Accurate and efficient measurement of observations is critical for scientific inquiry.
To ensure measurement episodes are also optimal, and thereby maximize inference,
there has been a growing interest by researchers in the design of adaptive experi-
ments that lead to rapid accumulation of information about the phenomenon under
study with the fewest possible measurements. Our lab has developed one such
Bayesian method, dubbed adaptive design optimization (ADO), and has applied it
in multiple fields in the behavioral sciences. ADO currently operates under the sim-
plifying assumption that one of the models being tested is the true, data-generating
model. This assumption is most certainly violated in practice because all models
are imperfect and approximate representations of the underlying system of interest.
As such, ADO is not robust. We introduce a semi-parametric Bayesian method that
extends ADO to make it robust to model misspecification. Specifically, two statisti-
cal tools, Bayesian penalized-splines and Bayesian variable selection, are combined
with ADO. Results from preliminary simulations as well as empirical validation of
the method will be discussed.

Modeling adaptive exploration in decisions from experience:
A sequential sampling approach

Doug Markant!, Timothy Pleskac!, Adele Diederich?, Thorsten Pachur! and Ralph
Hertwig!

1 Max Planck Institute for Human Development, Germany, 2 Department of Psychology,
Jacobs University Bremen

In decisions from experience, people choose between uncertain prospects based on
samples of experience. Past modeling efforts in this area have treated the sampling
and choice phases of the task as two independent processes. We review empirical
evidence showing that this assumption is often unjustified. Instead, we find that
sampling and choice behavior in this task can be described as a sequential sampling
process where decision makers sequentially accumulate outcome information from
each option to form a preference and make a decision once preference reaches a
threshold. Using several existing datasets, we show that this model Choosing from
Accumulated Samples of Experience (CHASE) provides a good account of sampling
behavior and reveals how different exploratory behaviors impact choice. We also
find support for new predictions derived from the model including phenomena like
asymmetrical sampling between desirable and undesirable decks. In sum, CHASE
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offers a process-level explanation for both sample size and choice across a wide
range of conditions when people make decisions from experience. More broadly,
the model provides a mechanistic understanding of how interactions between the
choice environment and properties of the decision maker give rise to decisions from
experience.

How does rumination impact cognition? A first mechanistic
model.

Marieke K van Vugt, Maarten van der Velde
University of Groningen, Netherlands, The

Rumination is a process of uncontrolled, narrowly-foused negative thinking that is
often self-referential, and that is a hallmark of depression. Despite its importance,
little is known about its cognitive mechanisms. Rumination can be thought of as
a specific, constrained form of mind-wandering. Here, we introduce a cognitive
model of rumination that we developed on the basis of our existing model of mind-
wandering. The rumination model implements the hypothesis that rumination is
caused by maladaptive habits of thought. These habits of thought are modelled
by adjusting the number of memory chunks and their associative structure, which
changes the sequence of memories that are retrieved during mind-wandering, such
that during rumination the same set of negative memories is retrieved repeatedly.
The implementation of habits of thought was guided by empirical data from an
experience sampling study in healthy and depressed participants. On the basis of
this empirically-dervied memory structure, our model naturally predicts the declines
in cognitive task performance that are typically observed in depressed patients. This
study shows how we can use cognitive models to better understand the cognitive
mechanisms underlying rumination and depression.

Neural Evidence of Insertion and Subtraction of
Information Processing Stages

Qiong Zhang, Matthew Walsh, John R Anderson

Carnegie Mellon University, United States of America

In this EEG study, we investigated compositions of information processing stages
underlying different problem solving paths. In each trial, participants viewed two
numbers or a number and a letter. Letters corresponded to previously memorized
digits. Participants were asked to type the values of the two stimuli, or to type the
product of the values. In this way, all trials shared the same starting (encoding) and
ending (motor response) points, but passed through different branching structures
based on whether a variable value, a multiplication fact, or both needed to be re-
trieved. This created four types of problems in total (Null, Memory, Math, Both).
We analyzed the behavioral and EEG data using a combination of multivariate pat-
tern analysis with hidden semi-Markov models. Using model parameters obtained
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from the three simpler conditions (Null, Memory, and Math), we could additively
construct the sequence of stages observed in the most complex condition (Both).
These data provide evidence of pure insertion, and support Sternberg’s additive
factors logic.

The Power Law of Visual Working Memory Characterizes
Attention Engagement

Philip L Smith!, Simon D Lilburn!, Elaine A Corbett! and Soeren Kyllingsbaek?
1 The University of Melbourne, Australia, > The University of Copenhagen, Denmark

The quality or precision of stimulus representations in visual working memory can
be characterized by a power law, which states that precision decreases as a power of
the number of items in memory, with an exponent whose magnitude typically varies
in the range 0.5 to 0.75. We show that the magnitude of the exponent is an index
of the attentional demands of memory formation. We report five visual working
memory experiments with tasks that varied in their attentional demands and show
that the magnitude of the exponent increases systematically with the attentional
demands of the task. Recall accuracy in the experiments was well described by
a model that views visual working memory as a population of noisy neurons that
can be allocated flexibly under attentional control. The magnitude of the exponent
indexes the degree to which attention allocates neural resources to items in memory
unequally rather than equally.

The impact of presentation/evaluation format on preference
formation and risk biases

Marius Usher!, Michael Brusovansky!, Yonatan Vanunu' and Thorsten Pachur?
1 Tel-Aviv University, Israel, > Max-Plank Institute, Berlin

Value integration is a general mechanism assumed to mediate the preferences for-
mation of alternatives based on multiple rewards, as in experience-based decisions
or in attitude-formation. Two possible versions of this mechanism have rarely
been contrasted: accumulators vs. summary statistics. Based on computational
considerations we predict that the mechanism deployed depends on the presenta-
tion/evaluation format. Under grouped presentation/evaluation conditions (sam-
ples from a group of alternatives presented and evaluated together) we expect that
participants deploy an accumulator mechanism - a separate accumulator sums the
rewards of each alternative. Under one-by-one presentation/evaluation conditions
(each alternative presented/evaluated separately), we expect that preferences are
driven by the statistical summaries of the alternatives (Average, SD). In two experi-
ments carried out to test these predictions, participants were asked to rate the same
set of alternatives (sequences of slot-machines’ rewards), both in a grouped and a
one-by-one format. In Exp-1, we orthogonally varied the averages of the alterna-
tives and the number of samples. In line with our predictions, we found that in the
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one-by-one condition, ratings were affected only by the average (summary statistics
mechanism), while in the grouped condition, ratings also increased with the num-
ber of samples (accumulator mechanism). In Exp-2, we examined risk attitudes by
orthogonally varying the average and variance of the alternatives. We found that
in the one-by-one condition preferences are best accounted by the summary statis-
tics (risk-return) model, while in the grouped condition by a selective-accumulator
model, which exhibits risk aversion at low values and risk-seeking at high values.

A computational cognitive-affective model of
decision-making

Christopher Lee Dancy, David Schwartz
Bucknell University, United States of America

How do affective processes interact with cognitive processes to modulate our behav-
ior? Understanding the processes that influence the interactions between affective
stimuli and human decision-making behavior is important for predicting typical
behavior under a variety of circumstances, from purchasing behavior to deciding
when to enact certain rules of engagement in battle scenarios. Though some com-
putational process models have been proposed in the past, they typically focus on
higher-level phenomena and are less focused on the particular architectural mech-
anisms related to the behavior explored. This, in turn, can make it very difficult
to combine the proposed model with existing related work (i.e., the models can’t
be tractably combined). We used a modified version of the lowa Gambling Task to
explore the effects of subliminal affective (visual) stimuli on decision-making behav-
ior. We developed a model that runs within the ACT-R architecture that completes
the same task completed by participants. In addition to the affective and cognitive
memory components particularly important to the discussion, the model also uses
perceptual and motor components within the architecture to complete the task. The
architecture has representations of primitive affect that interact with cognitive mem-
ory components mainly through an affective-associations module (meant to capture
behavior typically ascribed to several amygdalar substructures). The model and af-
fective architectural mechanisms provide a process-oriented explanation for the ways
affect may interact with higher-level cognition to mediate human behavior during
daily-life.
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Implementation of Adaptive Design Optimization in
functional MRI experiments

Giwon Bahg, Per Sederberg, Jay Myung, Mark Pitt, Zhong-Lin Lu, Brandon
Turner

The Ohio State University, United States of America

In the era of model-based cognitive neuroscience, the efficiency of experimental de-
sign is one of the most important methodological issues to maximize information
obtained within a limited number of trials. Its importance becomes even greater
considering high cost of data collection in neuroimaging studies. One of the possi-
ble solutions is Adaptive Design Optimization (ADO; Cavagnaro, Myung, & Pitt,
2010), which is a design optimization technique based on mutual information and
Bayesian inference, and has already been applied to behavioral experiments. To
validate its practicability in neuroimaging experiments, we here present a proof-
of-concept study of the implementation of ADO for model-based functional MRI
experiments, focusing on parameter estimation. We will first discuss two possible
ways to apply ADO in neuroimaging studies: (1) relying on behavioral responses
with an assumption that they embody core features of target neural activity, and
(2) directly including neural signals in the computation procedures of ADO using
Joint Modeling Framework (Turner et al., 2013) and real-time fMRI. A simulation
study based on a contrast discrimination task will be demonstrated subsequently
as an example of the ADO implementation, with a goal of estimating parameters
in the Naka-Rushton equation and the Thurstonian decision model. The efficiency
of the ADO-based approach is compared to that of a purely random experimental
design, and the implications of model-based fMRI experiments are discussed.

Visual working memory for dynamic human movement: A
normative computational account

Rachel Ann Lerch, Jinghan Wan, Chris R. Sims

Drexel University, United States of America

Existing research in visual working memory (VWM) largely focuses on memory for
simple and static stimuli. In contrast, we explored VWM for complex human move-
ment. Using motion capture footage of expert and novice martial artists executing
the same kicks and strikes, along with techniques for morphing, we created a contin-
uous stimulus set of video clips ranging from one magnitude of expertise to the other
(e.g. morph mixture of 80% expert, 20% novice). The following URL illustrates ex-
amples from the stimuli set http://www.pages.drexel.edu/ crs346 /MathPsych17.html.
These stimuli were used to implement a standard change detection paradigm; sub-
jects were shown one clip, and after a delay shown a clip that was either identical,
or perturbed (shifted in either expertise direction). Across ten sessions, observers
demonstrated significant increases in VWM performance.We explored how visual
learning and VWM are intrinsically linked by applying a computational framework
based on rate-distortion theory, a branch of information theory that provides opti-
mal bounds on the accuracy of information transmission subject to a fixed capacity.
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Unlike alternative models of VWM, this framework provides a normative basis for
understanding performance changes. Specifically, this framework states that an ef-
ficient communication channel must possess three properties: knowledge of relevant
statistical regularities, an adequate channel capacity to transmit that information,
and a cost function defining the cost of memory errors. The results of our analyses
indicate that channel capacity estimates increase across sessions with visual learn-
ing, and suggest improved statistical sensitivity for what types of information to
attend to and prioritize in memory.

Rapid experiential decisions as a window to paradoxical
multiattribute and risky choice patterns

Konstantinos Tsetsos

University Medical Center Hamburg, Germany

Real-life decisions entail integrating information across different attributes. When
making such multiattribute decisions humans represent the value of alternatives
in a context-sensitive fashion. That is, contrary to the prescriptions of rational
choice theory, the subjective value assigned to an alternative is influenced by the
attribute values of other competing alternatives. Computational insights about the
nature of this contextual-sensitivity are scarce, mainly because typical experimental
approaches involving choices between consumer goods or gambles offer no precise
control over the information flow preceding each decision. To circumvent this prob-
lem, and inspired by research in perception and visual psychophysics, I will present
a paradigm that abstracts multiattribute decisions into simpler, rapid experiential
decisions. I will show that classical choice paradoxes such as violations of regu-
larity and transitivity can be obtained using this simple task. These effects are
explained by a single mechanism based on heightened (selective) attention towards
more valuable or salient samples of incoming information. Following this selective
integration framework, risk attitudes do not reflect the non-linearities of static value
functions but the dynamics of context-sensitive valuation and value accumulation. I
will present experimental results that verify this hypothesis by probing risk-attitudes
in rapid experiential decisions. I will close by alluding to ways that the selective
integration framework can explain aspects of the description-experience gap.
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A New Direction for Attachment Modelling: Simulating Q
Set Descriptors

Dean David Petters
Birmingham City University, United Kingdom

Attachment modelling is an emerging field at the intersection of research in At-
tachment Theory and computational modelling of emotion. Existing attachment
models vary from very abstract models to simulations of specific experimental pro-
tocols, such as the Strange Situation Procedure. This paper argues for the benefits
in broadening attachment modelling of infants and young children to also include
simulating attachment Q set descriptors. These descriptors provide a broader and
more rounded challenge for attachment modelling because they can be observed in
naturalistic contexts and are less dependent on the specific details of laboratory set-
tings. A computational model is presented which simulates a selection of attachment
Q set descriptors. This is an extension of a model designed to simulate the Strange
Situation Procedure. A ‘route map’ for future developments towards capturing all
Q sort descriptors is discussed.

Model-based cognitive neuroscience for the chronometry of
simple human decision making

Michael D. Nunez, Ramesh Srinivasan, Joachim Vandekerckhove

University of California, Irvine, United States of America

Our goal is to discover and test theories about the time-course of speeded human
decision making using model-based cognitive neuroscience methods with measured
neural processes. The chronometry of participants’ neural behavior was explored
by finding stimulus-onset and motor response event-related potentials (ERPs) as
measured by the electroencephalogram (EEG). The chronometry of participants’
decision-making cognition was estimated by finding Bayesian posterior distributions
of diffusion model parameters, a model-type that explains both accuracy and reac-
tion time behavior. Both neural measures and behavior were used in hierarchical
Bayesian model-based cognitive neuroscience approaches to separate reaction times
into three components: visual encoding, decision-making, and motor response, re-
sulting in both participant-level and single-trial level estimates of these time periods
in milliseconds. The veracity of estimating visual encoding times with evoked EEG
responses to visual stimuli (negative potentials over parietal electrodes around 200
milliseconds) will be discussed. The veracity of using motor evoked potentials (ac-
tivity generated by the motor cortex before response execution) as estimates of
motor preparation times will be discussed. Integrated models of both cognition and
electrocortical activity are able to predict known and new subjects’ accuracies and
reaction time distributions out-of-sample. Future applications of using neural data
to constrain cognitive models will be discussed.
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Hierarchical Bayesian Cognitive Model-based Meta-analysis

Chris Donkin!, Robert Taylor?, Daniel J. Navarro' and Timothy Pleskac?
1 UNSW Sydney, Australia, 2 Cambridge University, * Max Planck Institute, Berlin

We propose a method that uses hierarchical Bayesian techniques to estimate the
parameters of cognitive models using multiple sources of data - from individual-
trial level data all the way through to population-level estimates of parameters.
Aggregating within a literature is difficult, because of the many ways in which data
are reported; There are some wonderful people who post entire data sets, but the
norm is still to report aggregate-level statistics from (potentially) multiple tasks,
with (potentially) multiple dependent variables. We show that sometimes there
may be different data-generating models for these different sources of data that are
all informing single population-level parameters of cognitive models. We first work
through a simulation-based example using signal detection. Then, we apply the
technique to real data in the domain of visual working memory, where we attempt
to estimate the number of simple color items that can be held in memory. The data
come from change-detection and recall tasks, and range from being full individual-
trial data sets, to individual-participant parameter estimates, to summary statistics
for percentage correct, hit and false alarm rates, and parameter estimates. We
attempt to use all of these sources of data to inform our estimates of the population-
level parameters of the cognitive models.

Different choice environments affect recency patterns not
preferences

Nathaniel Ashby!, Nick Chater? and Ido Erev'?

I Techinon - Israel instititue of Technology, 2 University of Warwick

Many choices rely on two classes of evidence: Evidence collected in previous tasks,
and evidence collected in order to inform the current task. Research suggests that
these two classes of evidence are integrated and impact behavior differently. Specif-
ically, analyses of the evidence collected in previous decisions (using the clicking
paradigm) reveal a robust bias towards underweighting of rare outcomes and a
wavy-recency effect, while analyses of the evidence collected prior to the current
choice (using the rapid-serial-visual-presentation, RSVP paradigm) suggest an over-
weighting of high extreme (rare) outcomes and a positive recency effect.

The current work seeks to clarify the relationship between these distinct effects
of observed outcomes on preference. It shows that the experimental paradigm it-
self has a large effect on the recency pattern. The wavy recency effect emerges in
the clicking paradigm, and the RSVP paradigm triggers a positive recency effect.
In contrast, the impact of the experimental paradigm on aggr